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Abstract 

This project has been focused on the development of accurate computational tools to 
study fluids in confined, nanoscale geometries, and the application of these 
techniques to probe the structural and electronic properties of water confined 
between hydrophilic and hydrophobic substrates, including the presence of simple 
ions at the interfaces. In particular, we have used a series of ab-initio molecular 
dynamics simulations and quantum Monte Carlo calculations to build an 
understanding of how hydrogen bonding and solvation are modified at the nanoscale. 
The properties of confined water affect a wide range of scientific and technological 
problems – including protein folding, cell-membrane flow, materials properties in 
confined media and nanofluidic devices.   
 
Introduction/Background 

While the properties of the bulk fluid are relatively well characterized, much less is 
known about water confined at the nanometer scale, where conventional 
experimental probes (e.g. neutron diffraction and X-ray scattering) are difficult to 
use and accurate simulations become extremely challenging. Equilibrium properties, 
phase transformations and molecular mobility of water have all been observed to 
change upon confinement, however a thorough characterization of these changes is 
still missing. 
 
A number of theoretical studies using both molecular dynamics and Monte Carlo 
techniques have been carried out to address some of the issues involved in confined 
water. However, it should be noted that the existing simulations have all been based 
on empirically derived classical potentials. Since these potentials are usually 
designed to reproduce the properties of bulk water, and it is unclear whether they 
can accurately describe confined states as well. Furthermore, in many situations 
subtle electronic effects play an important role in understanding the behavior of both 
water-water and water-solute interactions, and usually these cannot be captured 
using simple classical potentials. 
 
The primary benefits of this research project are in three areas: (i) the development 
of a first-principles based computational framework for investigating and 
characterizing liquids that are confined at the nanoscale, (ii) the application of these 
advanced computational methods to gain a better understanding of how the 
properties of water change upon nanoscale confinement by hydrophobic and 
hydrophilic surfaces, and (iii) the development and validation of a suitable empirical 
model that can be used to describe the flow of water in confined media. 
 
Research Activities 

In the following sections, we briefly describe the main systems that have been 
examined in this project, including the solvation of small hydrophobic solutes1,2, and 
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the structural3, vibrational4,5 and magnetic response6 of confined water. Additional 
detailed information can be found in the attached papers. 
 
Over the course of this project, we made significant progress in using first-principles 
molecular dynamics simulations to examine a series of prototypical confined water 
systems. i.e. water inside carbon nanotubes and between graphitic sheets, 1 to 2.5 
nm apart. Our simulations indicate the presence of a thin, interfacial liquid layer (~5 
Å) whose macroscopic density depends on surface separation, but whose microscopic 
structure and thickness are independent of the distance between confining layers. 
The properties of the hydrogen-bond network are very similar to those of the bulk 
outside the interfacial region, in spite of the breaking of hydrogen bonds at the 
interface, and even in the case of strong confinement. These results indicate that the 
perturbation induced by the presence of confining media is extremely local in liquid 
water, and we propose that many of the effects attributed to novel phases under 
confinement are determined by subtle electronic structure rearrangements occurring 
at the interface with the confining medium. We also find that lateral diffusion is 
significantly enhanced in confined water compared to bulk diffusion, due to a 
decrease of the dipole moment of interfacial molecules, and correspondingly a 
decrease in hydrogen bond strength, compared to the bulk liquid. In the following, 
the structural and dynamical properties of confined water are discussed in detail 
along with preliminary results on ion solvation in carbon nanotubes.  
 
1. Structural Properties 

As illustrated in Fig. 1, when liquid water is confined by a hydrophobic surface, the 
presence of the solid-liquid interface causes pronounced density oscillations in the 
liquid7,8. In the case of confinement by graphitic sheets, we found that water 
molecules are excluded from a region with a thickness of ~2.5 Å; the particle density 
rises sharply outside this excluded 
volume, with a first peak extending up 
to ~5 Å.  The height of this peak 
increases with decreasing distance 
between the surfaces (from 2.38 g/cm3 
to 1.96 g/cm3 in going from 10.09 to 
25.02 Å confinement distances), but its 
position is independent of the confining 
length. From a comparison of the top 
panels of Fig. 1 (a-c) it is clear that 
increased confinement results in 
enhanced density oscillations. This may 
be understood in terms of interfering 
effects of the two facing surfaces, and 
at extreme confinement the 
perturbation induced on water at the 
two interfaces is amplified. In panel (c) 
of Fig. 1, where the distance between 
graphitic sheets is the largest (25.02 
Å), density oscillations are nearly 
suppressed, indicating that interference 
is minimal and the effect of the surface 
perturbation is highly localized. In this 
case, only the water layer in contact 
with the surface has density higher 
than the bulk; beyond ~5 Å from the 

 
Fig.1 The density profile of oxygen (black 
curve) and hydrogen (red cuve) from water 
confined by graphitic sheets separated by a) 10 
Å, b) 14 Å, and c) 25 Å.  
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surface the density curve becomes flatter and reaches the bulk value (1.0 g/cm3).  
 

We note that in all of the hydrogen density profiles reported in Fig. 1, a small 
shoulder is present in the first density peak, which indicates a slight preference for 
some interfacial water molecules to point an OH bond towards the surface. To further 
illustrate this effect, in Fig. 2 the OH tilt angle distribution for water confined 
between graphite sheets. The color maps represent the probability of finding, at a 
certain distance from the surface, an OH bond forming a specific angle (!) with the 
direction perpendicular to the surface. Near the solid-liquid interface, the water 
molecules have strong preferential orientations. In particular, at about 2.7 Å from 
the surface two angles are favored: 75° and 150°. This geometric configuration 
corresponds to water molecules having one of the OH bonds nearly parallel to the 
surface and the other pointing towards it. At 3.3 Å, the opposite orientation in found 
with an OH pointing away from the surface (25°) and the other nearly parallel (100°) 
to it. At about 3 Å, there is a strong peak at 90°, indicating that most of the 
molecules have both OH bonds roughly parallel to the surface. In the high-density 
layer, the planar orientation is preferred in order to maximize in-plane hydrogen 
bonds. The most remarkable feature of the distributions shown in Fig. 2, is that the 
orientation of water bonds in the 
interfacial layer does not depend on 
surface separation. At a distance of 10.09 
Å, the system consists of only two water 
layers, yet these appear to be nearly 
equivalent to the two interfacial layers 
observed for the 25.02 Å separation.  A 
similar behavior is found in the case of 
water confined in carbon nanotubes when 
calculating the orientation of the OH 
bonds with respect to the radial direction. 
Although the preferential angles are 
slightly different because the surface is 
curved, the qualitative features of the 
angular distribution are very similar, and 
the interfacial layer structuring appears 
to be independent on the confining 
distance (i.e. tube diameter). 
 
 

 
Fig. 2 Tilt angle distribution for water molecules confined between graphitic sheets at the same 
separations listed in Fig. 1.  

 
Fig. 3 The vibrational power spectra of water 
confined by graphitic sheets (Gra) and 
carbon nanotubes (NT). The spectrum for 
bulk water is reported for comparison. 
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2. Dynamical Properties 

In Fig. 3, the power spectrum of the hydrogen atoms velocity autocorrelation function is 
shown, which is related to the IR spectrum of the sample. For confinement with both 
graphitic sheets and nanotubes, a peak appears at frequencies higher than in the bulk 
spectrum (2600 cm-1), in the region of the OH stretching mode (deuterium has been 
used in all simulations). This signal is related to OH groups not involved in H-bonds, 
since these OH bonds are likely to have a higher spring constant, and to vibrate at a 
frequency higher than OH groups in a bulk environment. With the aim of discerning 
between confinement and surface effects, we artificially cut our water samples in layers 
of increasing distance from the interface, and we calculated the power spectra of each 
layer. We found that the peak at 2600 cm-1 is mainly related to water molecules in close 
proximity with the surface, with non hydrogen-bonded OH bonds likely pointing towards 
the surface. The water layer in the middle of the slab shows instead a power spectrum 
similar to that of the bulk liquid. This suggests that the peak at 2600 cm-1 is mainly due to 
a surface effect and confirms the locality of the perturbation induced by the surface on 
water, as observed in our structural analysis. We note that confinement enhances the 
high frequency power spectrum signal, as it increases the surface to volume ratio of the 
liquid. We believe this is the reason why the high frequency peak is more pronounced in 
the power spectra of water confined by carbon nanotubes than with graphitic sheets. 
 
Another interesting region of the power spectrum of Fig. 3 is the band at low frequencies 

(120-800 cm-1) that is usually assigned to librational modes, and thus related to intra-
molecular hydrogen bonds. This band undergoes a red shift in the most confined 
samples, indicating a weakening of the HB strength in the interfacial region. The band at 
1178 cm-1, related to the water molecule bending mode, is mostly unchanged in all of our 
samples. 
  
In order to investigate diffusion, we calculated the mean square displacement (MSD) of 
the oxygen in the direction parallel to the interface in the case of graphite and along the 
nanotube axes. The MSD is related to the self-diffusion coefficient through the Einstein 
relation, using the appropriate normalization factor for one and two-dimensional diffusion 
processes. Our results show that the lateral diffusion constant of water increases at 
extreme confinement. In particular, when the liquid is confined with a flat surface the 
diffusion increases with decreasing interlayer separation, and becomes 2.8x10-5 cm2/s, 
i.e. almost three times larger than that calculated for the bulk (1.0x10-5 cm2/s for 
deuterated water), for a distance of 10.09 Å. In the case of nanotubes, this effect 
appears to be enhanced, although it is not possible to establish a trend as a function of 
the tube radius from only two systems. At a diameter of 15 Å the diffusion constant 
reaches 3.1x10-5 cm2/s, which is significantly different from that of bulk water. When 
decreasing the nanotube radius to 11.10 Å, the diffusion constant slightly decreases (2.3 
x10-5 cm2/s), however remaining larger than the bulk value. In the case of two-
dimensional confinement, for a CNT diameter smaller than an optimal value, the 
translational motion of water molecules may become so constrained that the diffusion 
constant does not increase as the radius decreases, unlike the case of graphitic sheets. 
 

3. Magnetic response 

We have investigated the use of DFT-based linear response theory with plane wave 
basis sets and periodic boundary conditions for evaluating the magnetic response 
and 1H-NMR chemical shieldings of water confined in carbon nanotubes (CNTs). In 
this investigation, the shieldings were sampled from trajectories generated via first-
principles molecular dynamics simulations at ambient conditions, for water confined 
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in (14,0) and (19,0) CNTs with diameters of d = 11 Å and 14.9 Å, respectively. We 
have found that the confined water resonance is shifted upfield relative to free, bulk 
liquid water. In particular, for the liquid-filled CNTs that we have examined, we find 
the magnitude of the upfield shift can be as large as ~-23 ppm relative to unconfined 
liquid water. The shift is a consequence of strongly anisotropic magnetic fields 
induced in the CNT by an applied magnetic field. A manuscript describing this work 
has been completed and submitted for publication in the Journal of Physical 
Chemistry C. 
 

4. Ion Solvation 

In addition to examining the effects of confinement on pure liquid water, we have 
recently performed a series of both classical and first-principles simulations of 
various salt solutions confined in carbon nanotubes. These simulations were carried 
out in close collaboration with 07-LW-056 “The structure and transport of water and 
hydrated ions within hydrophobic, nanoscale channels” (PI: Jason Holt).  
 
In Fig. 4a, the density profile is shown from a classical MD simulation of the solvation 
of sodium chloride in a carbon nanotube. The classical simulation is based on the 
SPC/E potential, which is a non-polarizable, rigid water model that is commonly used 
to examine the properties of confined water. In Fig 4b, the corresponding simulation 
based on first-principles molecular dynamics 
is shown. In the case of the classical 
molecular dynamics simulation, both the 
cation and the anion are fully solvated and 
exhibit a clear preference to reside in the 
inner-most layer of water. In contrast, the 
ions in the first-principles simulation show a 
strong preference for the interfacial layer 
between the water and the nanotube 
surface, with a slight preference for the 
anion to be located at the outermost layer. 
The specific ordering of the cations and 
anions in the interfacial region, which 
originates from the OH bond distribution 
described earlier combined with the large 
polarizability of the chloride anion9, bears 
many interesting similarities to the liquid-
vapour interface of aqueous salt solutions10. 
We are currently working to fully 
characterize these subtle effects, which may 
play an important role in understanding the 
transport properties of ions in nanoscale 
channels11,12 (e.g. desalination membranes 
based on carbon nanotubes).  
 
 

Exit Plan 

The research carried out within this project has formed the basis for several new 
projects that are currently being considered for funding. In particular, the following 
three proposals, which have recently been submitted for funding, are a direct result 
of this work:  
 

 
Fig. 4 The atomic density profile of an 
aqueous sodium chloride solution confined 
by a (19x0) carbon nanotube. The 
distribution of carbon, oxygen, sodium and 
chlorine atoms are represented by blue, 
black, green and red curves, respectively. 
In a) the classical SPC/E water model was 
used, while in b) the simulations were 
carried out with first-principles molecular 
dynamics. 
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1. In-Situ Determination of Simulant-Surface Interaction in Aqueous 

Environments (PI: Eric Schwegler), submitted to the Defense Threat 
Reduction Agency (DTRA), currently under review for funding in FY10-11.  

2. Microscopic mechanisms of photocatalytic hydrogen production (PI: Tadashi 
Ogitsu), submitted to the DOE Office of Basic Energy Sciences, currently 
under review for possible funding in FY09. 

3. Catalytic properties of iron oxide/water interfaces from coupled atomistic and 

ab initio simulations (PI: Eric Schwegler), submitted to the DOE Office of 
Basic Energy Sciences, currently under review for possible funding in FY09 

 
Summary 

The primary results of this research project has been in three areas: (1) the 
development of a first-principles based computational framework for investigating 
and characterizing the properties of liquids in confined media and nanofluidic devces, 
(2) an improved understanding of how the properties of water change upon 
nanoscale confinement by hydrophobic and hydrophilic surfaces, and (3) the 
identification of a suitable empirical model that can be used to describe the flow of 
water in confined media.  
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Abstract

We report on the aqueous hydration of benzene and hexafluorobenzene, as obtained by car-

rying out extensive (>100 ps) first principles molecular dynamics simulations. Our results show

that benzene and hexafluorobenzene do not behave as ordinary hydrophobic solutes, but rather

present two distinct regions, one equatorial and the other axial, that exhibit different solvation

properties. While in both cases the equatorial regions behave as typical hydrophobic solutes, the

solvation properties of the axial regions depend strongly on the nature of the π-water interaction.

In particular, π-hydrogen and π-lone pair interactions are found to dominate in benzene and hex-

afluorobenzene, respectively, which leads to substantially different orientations of water near the

two solutes. We present atomic and electronic structure results (in terms of Maximally Localized

Wannier Functions) providing a microscopic description of benzene- and hexafluorobenzene-water

interfaces, as well as a comparative study of the two solutes. Our results point at the importance of

an accurate description of interfacial water in order to characterize hydration properties of apolar

molecules, as these are strongly influenced by subtle charge rearrangements and dipole moment

redistributions in interfacial regions.
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I. INTRODUCTION

Interactions between aromatic molecules and water play a key role in determining the

properties of biophysical systems, including the structure of proteins, and molecular recog-

nition processes. In order to examine the nature of these interactions, the aqueous solvation

of benzene is often used as a simple model system. Although typically referred to as a

hydrophobic solute [1, 2], benzene is actually capable of forming hydrogen bonds through

its π-electrons. In particular, the slight electronegativity of carbon relative to hydrogen

and the overall D6h symmetry of benzene leads to a large negative quadrupole moment

(Θ = −33.3 · 10−40Cm2 [3]), which can act as a weak hydrogen bond acceptor with water

[4–8].

Experimentally, the interaction of benzene with water has been the subject of numerous

studies with a variety of techniques, including NMR and resonant ion dip IR spectroscopy

(see, e.g. References [9–24]). These investigations examined the solvation of benzene in

liquid water, water in liquid benzene, as well as gas-phase benzene-water clusters. Although

these studies have established various important properties such as solubilities and binding

energies, they are not able to provide a detailed picture of the structural and electronic

properties of the local hydration structure.

Theoretical studies based on empirical potentials and ab initio quantum chemical methods

have focused on the water-benzene dimer [2, 25, 26], and small C6H6 − (H2O)n clusters

[1, 27, 28]. For fully solvated species, all past investigation have been restricted to empirical

potential models [29–38].

In this paper, we investigate the structural and electronic properties of fully solvated

benzene using first principles molecular dynamics (FPMD) for the first time. We have also

compared benzene with hexafluorobenzene, which has similar structural properties, but a

very different π-electron system, with an inverse quadrupole moment (Θ = 31.7 · 10−40Cm2

[3]) with respect to benzene.

As compared to benzene, very little is known about the interaction of hexafluorobenzene

with water. Experimental studies on the dynamics of the solvation of water in hexafluo-

robenzene have been performed [39] but not vice versa. Theoretical studies have focused on

the hexafluorobenzene-water dimer and found a preferred water orientation that is roughly

opposite to the one found for the benzene-water dimer [40–43]. However, no experimental
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nor theoretical study on the solvation structure around fully solvated hexafluorobenzene has

been reported to date. To the best of our knowledge, the simulations presented here are the

first ab initio molecular dynamics studies of these two, fully solvated systems.

Simulating these aqueous solutions presents challenging size and time scale requirements

because highly accurate simulations of the order of 100 ps are required to get statistically

meaningful averages for structural properties. Therefore, we have used our previously devel-

oped rigid water approximation [44] to perform FPMD simulations of the different solutes

for more than 100 ps, which constitute the most extensive simulations of its kind today.

Our main goal is to understand the fundamental interactions between aromatic biomolecu-

lar building blocks and nature’s most important solvent, at a molecular level. In addition,

our comparison between benzene and hexafluorobenzene allows us to study the influence of

charge distribution and quadrupole moments on structural and electronic properties of fully

solvated aromatic systems.

II. METHOD

We have performed FPMD simulations [45, 46] of solvated benzene and hexafluoroben-

zene (HFB) under ambient pressure and temperature conditions. The simulations consist

of 73 water molecules surrounding a benzene or HFB molecule in a periodically repeated

cubic cell with a lateral dimension of 13.25 Å, which in the case of benzene is based on

the experimentally measured molar volume of the solute [47, 48]. The chosen size of the

simulation box allows us to include the number of solvent molecules that are expected to be

in the first and second solvation shells [30, 31].

All of our simulations were performed with the Car-Parrinello (CP) technique [49], which

uses a Lagrangian that couples together the system’s electronic and ionic degrees of freedom

[50]. The electronic structure was described within density functional theory (DFT) [51, 52]

with the PBE generalized gradient approximation (GGA) [53]. The valence wave functions

and charge density were expanded in a plane wave basis, which was truncated in reciprocal

space at 85 and 340 Ry, respectively. Norm-conserving pseudopotentials of the Hamman

type were used to describe valence-core interactions [54, 55].

Since the geometry of water molecules is not expected to change significantly in the

vicinity of the solute [25, 40] compared to its bulk values, we have utilized a rigid water model
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[44]. In addition to our previous study of pure rigid water we have also successfully applied

this model to a solvated cation (Ca2+) [56], which gives us confidence in its suitability for

the systems under consideration here. The use of a rigid water model permits the utilization

of a larger fictitious mass in the CP dynamics, compared to flexible water and thus a larger

MD timestep.

The initial configurations for our ab initio studies were obtained from 100 ps classical MD

simulations performed with the TINKER package [57]. In order to reach a temperature of

approximately 300 K we have initially applied a weakly-coupled velocity scaling thermostat

for at least 3 ps before removing the thermostat and collecting statistics within the NVE

ensemble.

Three independent simulations were performed for benzene, and one continuous trajectory

was calculated for HFB. The total ab initio simulation times for solvated benzene and HFB

were 152.1 ps and 103.5 ps respectively with average temperatures of 303.3 K and 299.1 K.

In addition to the 100 ps classical MD simulations that were used to obtain starting

configurations, we have performed additional classical MD simulations to investigate the

effects of simulation parameters such as size, time scales and symmetry operations. The

GROMACS 3.2.1 code [58] with the OPLSAA force field [59] and the TIP4P model for

water [60] was used to estimate realistic error bars by performing long time scale simulations

of benzene solvated by 512 water molecules. This analysis will be presented in detail in a

forthcoming publication [61].

A central point in our analysis is the investigation of the electronic structure of water

around the solutes. To this end, we have calculated maximally localized Wannier functions

(MLWF) for several hundred configurations along our MD trajectories. The MLWF were

computed “on the fly” following a joint approximate diagonalization scheme [62]. Besides

our analysis of the positions and spreads of the Wannier function centers (WFC) we have

also used the procedure of Silvestrelli et al. [63] to compute an approximate dipole moment

of each of the water molecules in the simulation.

III. RESULTS AND DISCUSSION

To test the accuracy of our theoretical approach we have performed binding energy cal-

culations of the benzene-H2O and HFB-H2O dimers within the aforementioned theoretical
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FIG. 1: Definition of the axial and equatorial region around benzene and hexafluorobenzene. The

equatorial region extends from the center of the solute in all directions throughout the xy-plane.

framework of DFT/PBE. For these calculations the optimized geometries were determined

with the limited memory method of Broyden-Fletcher-Goldfarb-Shanno (LBFGS) [64]. For

benzene the distance from the center of the ring to the oxygen was found to have a very

shallow minimum around 3.86 Å, which considering the constrained intramolecular geome-

try that is enforced in our calculations, is in satisfactory agreement with previous quantum

chemical studies ( 3.74 Å) [42]. The preferred orientation of the optimized benzene-H2O

dimer exhibits one hydrogen atom of water pointing at the π-cloud, in good agreement with

both experimental and theoretical studies.

Using the same plane wave cutoff as in our simulations (85 Ry) we obtained binding

energies of −1.91 kcal/mol for benzene-H2O and −1.13 kcal/mol for the HFB-H2O dimer.

Increasing the energy cutoff to 120 Ry did not result in significantly different binding

energies. For benzene-H2O our computed binding energy is consistent with quantum

chemical results that have ranged from −1.50 kcal/mol to −2.90 kcal/mol depending on

optimized geometry, and level of theory [12, 25, 28, 42, 65]. For HFB, previous studies

also exhibit a range of binding energies from −1.55 kcal/mol to −2.69 kcal/mol [40–43], in

satisfactory agreement with our calculations.

A. Radial distribution functions

A standard approach for describing the average structure of liquids and molecules in

solution is to calculate the radial distribution function between atoms (RDF, or g(r)). Earlier
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FIG. 2: Solute center-Oxygen (dashed lines) and solute center-Hydrogen (solid lines) radial distri-

bution functions in the equatorial and axial regions (see Fig.1). The left column shows RDFs for

benzene (B), the right column the RDFs for hexafluorobenzene (HFB).

works have examined this quantity by using the carbon atoms of benzene as the reference

point, which leads to a rather featureless g(r). Here, we have used the benzene/HFB ring

center as reference point, which gives more structured RDFs and provides a clearer picture

of the average structure of the liquid near the solute. The mirror plane symmetry of the

solute molecule was exploited to improve statistics for all reported RDFs. We have also

tested different bin sizes, ∆r, from 0.01 to 0.09 Å to ensure independence of our reported

RDFs from our discretization procedure. For all graphs shown in this section ∆r = 0.03 Å

has proven to be a suitable choice. We have also divided the space around the solute into an

equatorial and an axial region, since these areas exhibit distinctively different interactions

(see Fig. 1).

Figure 2 shows the average radial distribution of oxygen and hydrogen atoms in the
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equatorial and axial region using the solute center as a reference point. Results for solvated

benzene and HFB are shown in the left and right column, respectively. The top panels

compare the distribution around both solutes in the equatorial region (20 degrees on both

sides of the plane defined by the solute molecule) whereas the bottom panels show the axial

region (20 degrees around the z-axis, defined perpendicular to the solute plane). gB−O(r)

in the equatorial region around benzene (top left) shows slightly more structure than the

corresponding gB−H(r) but both distributions are peaked around 4.9 Å with a similar onset

located at 4.1 Å and 3.7 Å, respectively. In contrast, the distributions calculated from the

axial region show a strong qualitative difference when compared to each other. The axial

gB−H(r) in Fig. 2 displays a double peak with maxima at 2.3 Å and 3.6 Å, whereas the axial

gB−O(r) shows only one distinct maximum at 3.3 Å. The characteristic first gB−H(r)-peak,

located at smaller distances (by about 1 Å) than the corresponding gB−O(r) peak, suggests

that there is a strong orientational preference for the water molecules near the axial region

of benzene.

A similar analysis for water molecules surrounding HFB in the equatorial region (top right

in Fig. 2) shows gHFB−O(r) shifted outwards by approximately 0.6 Å, with a peak at 5.5 Å,

and gHFB−H(r) with a similar onset but a maximum shifted by about 0.4 Å when compared

to the B-water system. Steric effects cannot fully account for this shift of gHFB−O(r) and

gHFB−H(r) in the equatorial region.

The two g(r)s calculated from the axial region around HFB (bottom right in Fig. 2) are

qualitatively different from those obtained for the benzene-water system. Only one H-peak

appears at 3.5 Å corresponding to the gHFB−O(r) peak centered at 3.6 Å. The similar onset

and shape of both distributions in Fig. 2 suggest that any possible orientational effects on

the faces of HFB must be of a different nature than in the case of water on the faces of

benzene. This will be further discussed in Section III.C. In the case of benzene, the axial

gB−H-double peak points at an orientation where the two hydrogen molecules of water are

located at different distances from the solute center. Comparing peak positions in the axial

regions to the optimized dimer geometries we notice that in the case of both benzene and

HFB the condensed phase values for the solute center-oxygen distances are significantly

smaller than in the gas phase. For both benzene and HFB, the overall structure of the water

as described by the gO−O(r), gO−H(r) and gH−H(r) distribution functions (not shown) are

very similar to those of pure water as described within the rigid approximation [44].
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FIG. 3: Spatial distribution function (shown in red) of oxygen around benzene (upper panel)

and HFB (lower panel) illustrating the spheroidal shape (isosurface 1) on the left and the cage-like

structure in the equatorial region of the first shell and the high concentration at the faces (isosurface

2.6) on the right. The spatial distribution of carbon is shown in grey. Due to the spheroidal shape

of the second solvation shell compared to the cubic shape of the simulation box, the second shell

is not fully represented within the MD cell.

B. Spatial distribution functions

In order to gain a better understanding of the three-dimensional local solvation structure,

we have calculated spatial distribution functions (SDF) [66] of oxygen and hydrogen around

benzene and HFB. Normalization of all SDF data has been performed with respect to the

experimental bulk water density at ambient conditions. A common problem when trying

to resolve solvation details around hydrophobic solutes is the long simulation time required

to gather sufficient statistical data on spatial distributions [67]. We have overcome this

difficulty by using the rigid water approximation, thus extending the timescales accessible

by ab initio MD by a factor of three [44], and by exploiting all symmetry operations of

the solute, so as to obtain sufficiently smooth SDF. To verify that no bias is introduced

into our data by these symmetry operations, we have tested our SDF analysis on random

distributions and large classical MD data sets [61].
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FIG. 4: Combination of spatial distribution functions (isosurface 1) of oxygen and hydrogen around

benzene in the axial region (45 degrees from z-axis). Oxygen is shown in red, hydrogen in green

and carbon in grey. In addition to the first and second solvation shell, a region of hydrogen density

much closer to the benzene center is visible. The corresponding SDF for HFB looks almost identical

except for the absence of this hydrogen density region.

Figure 3 shows the distribution of oxygen (red) around benzene (top) and HFB (bottom)

for two different isosurfaces. The SDFs on the left illustrate the spheroidal shape of the first

solvation shell and part of the second, whereas the right pictures show the distinct structures

in the axial and equatorial region, which dominate within the first solvation shell. The cage-

like oxygen density in the equatorial region around benzene (top right) is located in between

the hydrogens of benzene and exhibits maxima in the equatorial plane (compare to Fig. 5).

The axial region is characterized by a rather broad maximum of oxygen density around the

C6-symmetry axis of the molecule. Upon close inspection this axial oxygen density is found

to have a torus-like shape.

The corresponding SDFs for hydrogen around benzene show a similar albeit less pro-

nounced density in the equatorial region, and a clearly different distribution in the axial

region. Figure 4 illustrates this difference between oxygen and hydrogen density distribu-

tion by showing both densities at an isosurface level of 1 for a 90 degree axial cone. Clearly

visible are the two solvation shells with an additional region of hydrogen density much closer

to the solute, which gives rise to the first hydrogen peak in the bottom left panel of Figure

9



FIG. 5: Contour planes (yz and xy) through the oxygen- and hydrogen-spatial distribution func-

tions (SDFs) of benzene

2.

Another, more quantitative analysis of this data is shown in Figure 5. Plots of the yz

and xy contour planes depict more pronounced oxygen SDFs in both regions, and a specific

hydrogen density closer to the solute than the first solvation shell.

Analogous contour plots for oxygen and hydrogen densities around HFB (Fig. 6) show

several differences. In the equatorial region, oxygen shows higher densities and enhanced

localization, i.e. a stronger cage-like structure. The hydrogen SDF contour plots show

similar density values in the equatorial region but a somewhat broader spatial extension in

the equatorial plane. Also, the equatorial extension of the solute cavity appears bigger, in

part as a result of steric effects due to the fluorine atoms. In the axial region, a much more

localized oxygen density and the total absence of the specific hydrogen density found for

benzene are remarkable. In particular, the distribution of hydrogen atoms forms a broad

disk on the faces. A direct comparison is drawn in Figure 7 where a top view of the oxygen

SDFs of solvated benzene and HFB are shown for the same isosurface.
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FIG. 6: Contour planes (yz and xy) through the Oxygen- and Hydrogen-SDFs of HFB.

FIG. 7: Top view of the spatial distribution function of oxygen around benzene (left) and HFB

(right) for an isosurface of 3. Oxygen is shown in red, carbon atoms in grey, hydrogen and fluorine

are not shown.

C. Angular distribution functions and preferred orientations

The analysis of RDFs and SDFs has indicated that preferred orientations of water exist

around benzene and possibly around HFB, particularly in the axial region. In this section,

the orientations of water molecules are investigated depending on their position relative to

the solute by calculating the tilt angles of individual H2O molecules. As shown by Grossman

et al. a first principles description is needed to accurately resolve angular preferences of

solvent molecules around small hydrophobic molecules [68]. Again, the mirror symmetry of

the solute has been exploited to improve statistics. A graphic definition of the polar angle

and the tilt angle is given in Fig. 8.
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FIG. 8: Definition of the water tilt angle used throughout this study (see text).
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FIG. 9: Cosine of the tilt angle of water molecules surrounding benzene up to a distance of 6.6

angstrom versus the polar angle Theta measured from the C6 axis of the solute. The color map is

scaled relative to the maximum.

For benzene, the tilt angle distribution (Figure 9) shows a strong maximum axially at a

tilt angle of ∼ 46 ◦ and a much weaker, rather broad distribution in the equatorial region

around 121 ◦. While the characteristic orientation in the axial region is concentrated in

a very small region around the C6-axis (i.e. around the maxima in the axial oxygen and

hydrogen SDF, see Fig. 5) the equatorial orientation stretches much further and appears to

be the preferred underlying orientation of water around these hydrophobic solutes, locally

disrupted by a specific interaction of water on the faces. HFB yields a different picture in the

axial region with a less pronounced maximum at ∼ 123 ◦ and again a very broad maximum in

the equatorial region roughly around 115 ◦ (Note that the colors in Fig. 9 and 10 are scaled

relative to their respective maxima). This preferred orientation of approximately 120 ◦,

which has also been found in a classical MD study of benzene and cyclohexane [37] and in
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FIG. 10: Cosine of the tilt angle of water molecules surrounding HFB up to a distance of 6.6

angstrom versus the polar angle Theta measured from the C6 axis of the solute.

a first principles study of solvated methane and silane [68], appears to be a characteristic

feature of water near small hydrophobic solutes. We also note that a smaller peak exists

at cos(tilt) = 1 for both solutes representing small tilt angles. This has also been observed

for other small hydrophobic molecules and was shown to arise from solvent molecules in

the outer parts of the first solvation shell, whereas the dominant equatorial peak at ∼ 120 ◦

comes from molecules closest to the solute [68, 69].

If one assumes that water tilt angles of ∼ 120 ◦ are characteristic of hydrophobic hydration

of small apolar solutes, then Figures 9 and 10 nicely show why both molecules (benzene

in particular) can be considered “atypical” hydrophobic solutes. While they show many

characteristic properties, e.g. a large positive hydration heat capacity [70], both solutes

bind weakly to water molecules in the axial region leading to preferred orientations (i.e.

the two dominant peaks in the axial region in Figures 9 and 10) which differ significantly

from those commonly found around small hydrophobic solutes. While Figure 10 might

suggest that HFB differs less from a normal hydrophobic solute than benzene, this is only

true insofar as the axial interaction with H2O is weaker. Still fully solvated HFB leads

to different orientational preferences of water molecules in the axial region than expected

around small apolar solutes, and this can be traced back to a distinct π-lone pair interaction.

Figure 11 shows a cartoon illustrating the two dominant orientations of water on the faces

of benzene and HFB. Whereas the orientation of water on the faces of benzene is similar to
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FIG. 11: Characteristic orientation of water molecules bound to benzene and HFB.

the optimized gas phase dimer (although the B-O distance is different), solvent molecules

on the faces of HFB show a much smaller tilt angle than in the gas phase. Our geometry

optimization as well as quantum chemical studies [42] have shown that the optimized HFB-

water dimer displays a tilt angle of 180 ◦, i.e. oxygen pointing directly into the π-electron

system. Despite this clear orientational preference in the axial region of both solutes, it is

important to note that a high degree of freedom remains for the solvent molecules since a

rotation around the C6-axis of benzene will not change the preferred tilt angle. The broad

hydrogen SDF in Figure 4 is a manifestation of this nonrigidity.

It is interesting to note that a recent computational study, which used classical potentials

and Monte-Carlo simulations, to investigate orientational effects in the benzene-water

interfacial region [71] found that water molecules in the interface close to the apolar phase

prefer to point one O-H bond towards the benzene phase, whereas water molecules on

the aqueous side of the interface prefer to orient parallel to the interfacial plane. benzene

generally showed a preference to orient its plane parallel to the interface. The observed

orientational preferences, although weaker at higher temperatures, and the radius of the

first solvation shell were shown to be qualitatively independent of the thermodynamic

conditions. These results agree qualitatively with the data presented here and highlight the

importance of the environment on the relative orientation of benzene and water to each other.

D. Electronic properties

One of the strengths of ab initio MD simulations comes from the inclusion of the electronic

structure of the system at each step, including properties such as charge densities, charge
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FIG. 12: Spreads of the MLWFs belonging to the σ- and the π-electrons and the distance (denoted

as z) of their Wannier function centers from the plane defined by the solutes (fitted through the 6

C-atoms).

transfer and dipole moments. In the following section we investigate the differences between

benzene and HFB in terms of their electronic structure and the peculiarities of the bonds

established on the faces of benzene and HFB.

1. MLWF analysis

After investigating details of the solvent structure and orientation, we analyzed the

changes in electronic structure of the solutes and the solvent during our MD simulations

in order to better understand the nature of their interactions. Maximally localized Wan-

nier functions (MLWF) offer an intuitive view of chemical bonds in condensed phases and

an efficient way to explore the changes in electronic structure along MD trajectories [62].

Within the commonly used pseudopotential approximation there are four doubly occupied

MLWF for each water molecule, 15 for benzene (6 localized on the C-H bonds and 9 for the

π-electron system) and 33 for HFB (18 localized on F atoms, 6 localized on the C-F bonds

and 9 for the π-electron system).

First, we compare the π-electrons of benzene and HFB in terms of their spreads and

their center’s distance (WFC) from the molecule’s plane. In the case of a delocalized π-

electron system, the MLWFs resemble a series of single and double bonds, analogous to

the classic Kekule representation. Figure 12 shows that the π-electrons of HFB exhibit a
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FIG. 13: Oxygen - WFC radial distribution function for water molecules binding to the π-electron

system of benzene (left) and HFB (right) compared to H2O molecules in the bulk. Dotted lines

represent the O-W distance for an isolated water molecule.

stronger localization both in terms of their MLWF spreads and WFC position; this can

be understood in terms of the strong electronegativity of fluorine atoms. The effects of

fluorination on the interaction of benzene dimer compounds has also been studied recently

[72]. As expected, the substitution of fluorine onto the benzene molecule diminishes the

partial negative character of the π-cloud above the ring and ultimately leads to a quadrupole

moment which is similar in strength but opposite in sign. In Fig. 11 we have identified the

predominant orientation of water molecules that interact with the faces of benzene. We now

analyze the corresponding changes that occur in the electronic structure of these interfacial

H2O molecules. To shed light on the nature of this specific interaction which “binds” one

H2O to the π-electron system of benzene and, to a lesser extent, to that of HFB we have

compared the Wannier function centers (WFC) of binding H2O molecules to those of bulk

water molecules.

Figure 13 shows the oxygen-Wannier function center RDF, denoted as gOW (r), of the

interacting H2O molecule (dashed line) on the faces of benzene (left) and HFB (right) as

well as the gOW (r) of bulk water (solid line) for comparison. The reference curves of bulk

water display two main peaks. The stronger peak at r∼0.33 Å corresponds to the two oxygen

lone pairs on each of the water molecules, whereas the smaller one centered at r∼0.49 Å

comes from the O − H covalent bonds. The gas phase values are denoted as dotted lines.

Comparing the reference distribution with gOW (r) of the binding H2O molecules on the faces
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FIG. 14: Calculated dipole moments of water in the axial region around benzene for two different

radius intervals capturing the binding water molecules and the bulk water in the axial direction.

of benzene (left graph in Fig. 13) a strong shift of one binding O−H orbital centers towards

the gas phase value can be observed. In terms of conventional H-bonds Figure 13, suggests

that the H2O molecule donates a weak H-bond to the π-electron system of benzene.

For HFB (right graph in Fig. 13) the binding water molecules also yield a different

gOW (r) than the reference bulk data, but in this case one of the lone pairs is affected, with

its WFC shifted considerably closer to oxygen, essentially assuming its gas phase value. This

corresponds to the picture of a broken H-bond acceptor. We have also compared the dipole

moments of the “binding” water molecules on the faces of benzene to those of all other

water molecules in the axial region. The dipole moments are calculated in an approximative

manner from static configurations by assigning the total charge of the MLWF to a point

charge at its center [63]. Figure 14 shows the dipole moment distribution of “binding”

H2O molecules compared to that of other axial first shell water molecules around benzene.

Most notably the π-hydrogen interaction leads to a decrease in dipole moments by about

0.15 Debye, from 3.10 to 2.95 Debye. This behavior brings into question the suitability of

classical non-polarizable water models for MD simulations of solvated benzene [61].

2. Total charge density

Another qualitative view on the changes in electronic structure caused by fluorination and

upon binding to solvent molecules can be obtained by comparing the total charge densities
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FIG. 15: Total charge density plots for the unoptimized benzene-water and HFB-water dimer.

Close inspection reveals the more localized charge distribution in the π-electron system of HFB

which is a result of the electron-withdrawing fluorine atoms.

of benzene-water and HFB-water dimers. These unoptimized dimers were cut out during the

simulation from the full simulation cell and exhibit characteristic binding orientations (which

were also shown in Fig. 11). Figure 15 shows the slightly more localized charge density in

the π-electron region of HFB caused by the substitution of fluorine (similar to Fig. 12). It

is important to note that in our electronic structure calculations utilizing pseudopotentials

one electron for hydrogen is treated explicitly but four for each fluorine atom.

As noted earlier, fluorine substitution withdraws charge from the π-electron system lead-

ing to a more localized charge distribution in the π-plane and increases the partial charge

on the fluorine atoms of HFB compared to the hydrogen atoms on benzene [72, 73].

Despite its usefulness for gaining a better understanding of the overall electronic struc-

ture of the dimers the total charge density does not clearly illustrate the subtle changes in

electronic structure that occur upon formation of the respective dimers. Charge density dif-

ference plots of the benzene-water and HFB-water dimers point out regions with increased

or decreased charge density compared to isolated solute and solvent molecules. We have

also calculated charge density difference plots of the whole simulation cell, however, for clar-

ity the results for the dimer are shown since it better allows one to inspect the important

changes visually.

Figure 16 illustrates the transfer of charge from the π-system towards the hydrogen atom

of H2O which points at the face of benzene and a loss of charge at the H atom accordingly.

An opposite but smaller effect is found in the case of HFB where the π-system facing the

water molecule shows charge depletion and the closest lone pair extends further, showing

additional charge density closer to the π-system. A type of π-lone pair interaction in the
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FIG. 16: A qualitative comparison of charge density differences for the unoptimized benzene-water

(left) and HFB-water dimer (right). Red indicates areas where the combined system contains less

charge, blue where the charge density of the combined system is higher.

case of solvated HFB can be inferred from this analysis. The same type of interaction but in

a qualitatively different orientation has been observed for the gas phase HFB-water dimer

where both lone pairs symmetrically point towards the π-system.

Note that the charge density of an isolated (gas phase) water molecule is subtracted from

the dimer and not the charge density of a bulk water molecule. Therefore, the charge density

difference around water pointed out in Figure 16 refers to a gas phase H2O as a reference

and not a bulk molecule (like previous comparisons in this chapter). The picture obtained

from charge density difference plots here is consistent with Figure 13, which compares only

the WFC of binding and bulk water molecules. But while the lone pair distribution of water

around HFB in Figure 13 suggests a broken H-bond, the analysis here shows that there is

a notable transfer of charge towards the π-system although small compared to the case of

benzene.

IV. CONCLUSION

In summary, we have reported the results of extensive ab initio simulations aimed at a

microscopic description of the hydration structure of benzene and HFB. Our study represents

the first investigation of these solutes in liquid water, obtained from first principles. Benzene

and HFB are prototypical examples of solvated aromatic molecules that exhibit π-hydrogen

and π-lone pair interactions, respectively. We have shown that both benzene and HFB are

composed of two distinct regions: one equatorial and the other axial. The former behaves
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like an ordinary hydrophobic solute in the two aromatic molecules, although the cage-like

structure shown in spatial distribution functions and characteristic of hydrophobic solutes

is more pronounced in HFB than in benzene. The solvation of the axial region depends on

how the π-electrons of the solute interact with interfacial water molecules. The axial region

of benzene acts like an acceptor and forms a weak hydrogen bond with water (as shown,

e.g. by our MLWF analysis), while HFB acts as a much weaker donor interacting with an

oxygen lone pair. This specific behavior leads to different orientations of water on the faces

of these solutes. The preferential tilt angle of water in the equatorial regions is about 120◦

for both benzene and HFB, while in the axial regions there is a strong preference for ∼ 46◦

in benzene and ∼ 123◦ in HFB. It is interesting to note that while the preferred orientation

of water on the face of benzene is very similar in the gas-phase dimer and in liquid water, in

the case of HFB the orientations found in the gas phase and in the liquid differ substantially.

A similar difference in tilt angle distributions was found in recent cation solvation studies

of Mg2+ and Ca2+ [56, 74].

The electronic structure of interfacial water molecules differs from that of bulk water, as a

result of the interaction with the aromatic solute. In particular, we have found a decrease of

the dipole moment by approximately 0.1 Debye in interfacial water molecules. These results

indicate that the solvation of aromatic species is determined by subtle but important charge

transfer and dipole redistributions effects, and cast some doubts on the validity of non-

polarizable models for the study of these systems. Our findings also indicate that electronic

structure information, as contained in ab initio MD simulations, is an important component

in a microscopic description of aromatic hydration.
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Abstract

We have performed extensive ab initio and classical MD simulations of benzene in water in

order to examine the unique solvation structures that are formed. Qualitative differences between

classical and ab initio MD simulations are found and the importance of various technical simulation

parameters is examined. Our comparison indicates that non-polarizable classical models are not

capable of describing the solute-water interface correctly if local interactions become energetically

comparable to water hydrogen bonds. In addition, a comparison is made between a rigid water

model and fully flexible water within ab initio MD simulations which shows that both models

agree qualitatively for this challenging system.
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I. INTRODUCTION

The accurate description of the interaction between hydrophobic solutes and interfaces

with water play a key role in understanding many different processes, such as protein folding

and stability1. However, the description of these complex interfacial systems has proven to

be particularly difficult since properties cannot be simply extrapolated from the bulk and the

behavior at the interface strongly depends on subtle details of the solute-solvent interaction

and external conditions2.

For the different types of MD simulation techniques developed over the last decades the

hydrophobic hydration of benzene (B) represents a challenging test case. It can serve as a

model for many biological systems containing delocalized π-electron systems, it is a small

enough system for extensive ab initio simulations and it contains two distinct regions that

interact differently with water3. Solvated benzene also has significantly different properties

than comparable solvated aliphatic hydrocarbons (e.g. a much higher solubility) and has

been the subject of several computational studies using classical MD techniques4–14. Most

recently two studies of solvated benzene based on empirical potentials12,13 showed qualita-

tive differences for computed radial distribution functions, one of the basic properties that is

usually employed to compare empirical potentials with experimental results. These two sets

of classical simulations used different empirical models for water and for benzene leading

to a qualitatively different description of the weak π-hydrogen bond which is characteristic

for this system15. Since this important feature contributes significantly to the special sol-

vation properties of benzene13 and also occurs in many other biological systems, it deems

necessary to resolve these existing discrepancies between MD simulations and to obtain an

accurate description of this system by systematically investigating the different methods and

approximations used.

In a previous study dealing with the hydrophobic hydration of benzene, the structural

and electronic properties of solvated benzene were examined with a rigid water model in ab

initio MD simulations3. Figure 1 gives an overview of the hydrophobic solvation of benzene

by showing spatial distribution functions (SDF) of oxygen for two different isosurfaces (1

and 2.6). Clearly visible are the first and parts of the second solvation shell in the left

graph. At a higher level of the isosuface, cage-like solvation structures can be seen around

the equatorial region, which closely resembles other small hydrophobic solutes16. In contrast,
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due to the formation of weak π-hydrogen bonds, distinct disk-like distributions are found

near the axial regions of the solute.

These results for benzene have been compared with analogous data for solvated hex-

afluorobenzene (HFB) to highlight the different nature of the solvent interaction with the

π-electron systems. Due to a reversed quadrupole moment, it was found that solvated HFB

prefers a π-lone pair interaction with water in the axial region, whereas benzene displays a

weak π-hydrogen bond. In both cases, the equatorial regions around the aromatic molecules

behaves like an ordinary hydrophobic solute leading to the typical water tilt angle of about

120◦.

In this study we have continued to examine the solvation properties of benzene in water

by carrying out an ab initio MD simulation using fully flexible water molecules and extensive

classical MD simulations. The comparison and evaluation of these different types of simu-

lation methods and the approximations contained within are the main goal of the present

study.

The rest of the paper is structured as follows: First we compare the structural properties

obtained from two sets of ab initio simulations using rigid and flexible water models. In

section III.B we contrast these results with analogous data obtained from extensive classical

MD simulations. Finally, we investigate the role of several technical simulation parameters

which could be responsible, in part, for some of the observed differences between results

from different MD methods.

II. METHOD

A. Ab initio MD technique

Our ab initio MD simulations17,18 of solvated benzene are based on electronic structure

calculations within density functional theory (DFT)19,20 utilizing the PBE generalized gra-

dient approximation (GGA)21. Plane wave basis sets were used to represent the valence

wavefunctions and charge density and were truncated in reciprocal space at 85 and 340 Ry,

respectively. Valence-core interactions were described by Hamann type norm-conserving

pseudopotentials22,23. We note that binding energy calculations for the benzene-water dimer

at this level of theory yield good agreement compared with quantum chemical studies3.
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All of our ab initio simulations consisted of 73 water molecules surrounding a benzene

molecule in a cubic cell with a lateral dimension of 13.25 Å and periodic boundary conditions.

The system included the first and most of the second solvation cell at a density of 0.994

g/cc and ambient pressure and temperature conditions. A weakly coupled velocity scaling

thermostat was initially used as previously described3 before statistics were collected within

the NVE ensemble. The total simulation times and parameters of all MD simulations are

reported in Table I.

The propagation of electrons and ionic cores in the simulations was performed following

the Car-Parrinello (CP) technique, which is based on the use of a Lagrangian that couples

together the system’s electronic and ionic degrees of freedom24,25. A central parameter in

the CP scheme is the fictitious electron mass, µ, which has to be chosen very carefully to

avoid overlapping of ionic and electronic degrees of freedom and ensure adiabaticity26,27. If

water molecules in CP simulations are fully flexible it has been shown that µ can be safely

set to 340 a.u.26, whereas in the case of a fully constrained (rigid) water model larger values

for µ become feasible, allowing the use of a larger MD timesteps dt28.

Despite the rapidly increasing capability of modern supercomputers, it is still very difficult

for normal ab initio MD (which includes all intramolecular modes) to reach statistically

significant timescales for hydrophobic systems. In addition, we note that at a temperature

of 300 K, kBT ∼ 200 cm−1, whereas the high frequency intramolecular modes in water

range from ∼1000 to 3500 cm−1. In other words, the amount of thermal energy available to

excite vibrational modes is much smaller than the lowest possible intramolecular vibrational

excitations,

!ω " kBT. (1)

As such, a real quantum system will essentially be restricted to its vibrational ground state

at 300 K. Therefore, one could argue that a rigid water model is a closer representation of

the quantum system than a classical flexible model. The use of a fully constrained (rigid)

water model28 also offers the advantage of using timesteps up to 10 a.u. This extension of

simulation timescales by a factor of three opens up the possibility to carry out ab initio

trajectories beyond 100 ps at reasonable computational costs.

Since the geometry of water molecules is not expected to be significantly different in the

vicinity of the solute at ambient conditions29 compared to its bulk values, we were able to

utilize the geometry of our recently developed rigid water model28 for some of our calculations
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presented in this study (simulation B in Table I). This model has been originally developed

for simulations of pure water28 and has been successfully applied to solvated Ca2+ 30. Despite

the success of the model and similar encouraging results from other authors31, we have

verified the results against data obtained from simulations using a fully flexible model for

water. It is important to note that despite the rigid geometry that is enforced, the electronic

wavefunctions are still computed from first principles and electronic charges can distribute

freely - in contrast to rigid classical water models like TIP4P.

Spectroscopic studies on benzene - water clusters have shown carbon-hydrogen stretch

fundamentals of benzene to be on the order of 3100cm−1 for a benzene − water8 cluster32.

To utilize the advantages of the rigid approximation, i.e. its possibility of longer timesteps,

we have also constrained the C-H bonds of benzene to their optimized gas phase values.

B. Classical MD technique

For our classical MD simulations we have used the GROMACS 3.2.1 program33 with the

OPLS-AA (optimized potential for liquid simulation - all atom) force field34,35 and the (rigid)

TIP4P model for water36,37. Non-bonded interactions in classical simulations are typically

composed of Lennard-Jones (LJ) and Coulomb potential contributions:

VLJ(rij) = 4εij

(

(
σij

rij

)12
− (

σij

rij

)6
)

. (2)

VC(rij) =
1

4πε0

qiqj

εrrij

. (3)

The parameters for non-bonded LJ interactions have been constructed according to the

following combination rule,

C
(6)
ij =

(

C
(6)
i C

(6)
j

)
1

2

(4)

C
(12)
ij =

(

C
(12)
i C

(12)
j

)
1

2

, (5)

representing the geometric mean of the atom type specific σi- and εi-parameters. The

empirical parameters for benzene in the classical simulations, taken from the OPLS-AA

force field, are listed in Table II. The non-bonded parameters for benzene were originally

developed by W.L. Jorgensen and D.L. Severance in Ref. 7. Among the five adjustable
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parameters for benzene (four Lennard-Jones and one Coulomb parameter) the two σ and ε

for O and H had to be chosen consistent with earlier force field parameters38. The remaining

charge parameter, qC = −qH , was fitted to results of Monte Carlo simulations for liquid

benzene primarily to the observed heat of vaporization and density. For comparison with

the existing literature dealing with solvated benzene11–13 we have also included one other

empirical force fields for benzene39,40 in Table II. Bonded interactions did not play a role for

the dynamics since all molecules were constrained to rigid geometries, i.e. TIP4P geometry

for water and experimental bond lengths for benzene as specified in Ref. 7.

The simulation box contained one benzene molecule surrounded by either 73 or 512 water

molecules using periodic boundary conditions. Both NPT and NVT ensembles were simu-

lated (T=300K; P=1atm) for up to 100 ns in the smaller simulation cell and 10 ns in the

larger cell at ambient conditions. An overview of all classical and ab initio simulations is

given in Table I.

For all systems an initial energy minimization was performed by running 500 steps of the

steepest descent (SD) energy minimization method followed by 100 ps of initial MD equili-

bration, which were discarded and not used to collect statistics. The timestep used for the

numerical integration of the equations of motion was 2 fs. Coordinates were recorded every

100 steps (0.2 ps). The list of neighboring non-bonded atoms, which is the basis for eval-

uating non-bonded interactions, was updated after every step using a simple search during

the energy minimization and every two steps using a grid search during the MD runs. Elec-

trostatic interactions were treated using the Particle Mesh Ewald (PME) summation41 with

cubic interpolation and van der Waals interactions were handled using twin range cut-offs33.

All cut-offs (Coulomb, van der Waals, short range neighbor list) were chosen to be as large

as possible, i.e. half of the cell size. Long range dispersion corrections were used for energy

and pressure.

The rigid intramolecular geometry of all molecules in the simulation box was enforced

by a SHAKE algorithm42 with a relative geometrical tolerance of 0.001. Different initial

temperature distributions were realized for classical MD simulations by randomly assigning

statistical velocity distributions to all particles in the box. Temperature control was

achieved with a Berendsen thermostat43 set to a target temperature of 300K and with a

time constant of 1 ps. Barostats used for isotropic pressure coupling for NPT ensembles

were also of the Berendsen type using the same time constant of 1 ps.
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III. RESULTS AND DISCUSSION

A. Comparison of rigid and flexible water models in ab initio MD simulations of

solvated benzene

The most commonly calculated quantities to investigate solvation structures are radial

distribution functions (RDF, or g(r))44. In the case of benzene the mirror plane symmetry

of the solute molecule can be exploited to improve statistics for the reported RDFs. To get

a clearer picture of the solvation structure we have divided the space around the solute into

an axial region, which is defined as the space within 20◦ of the axis perpendicular to the

plane of the solute (z-axis), and an equatorial region, which consists of the space within 20◦

on both sides of the symmetry plane.

In Figures 2 and 3 we compare the RDFs for benzene-oxygen (B-O) and benzene-hydrogen

(B-H) calculated for the equatorial and axial region around benzene using flexible and rigid

water models (simulations A and B). In the equatorial region (Figure 2) both models agree

very well with differences in peak heights around 0.2 units and in peak positions of about

0.1 Å. For both g(r)s in this region the flexible models shows slightly more structure than

obtained from the rigid approximation - an observation which is consistent with results for

pure water28.

In the axial region (see Figure 3) this trend is reversed and differences between both

models are far more pronounced. For gB−H(r) first peaks differ by 0.6 units, second peaks

by only 0.05 units but with a 0.2 Å outward shift. For the sharpest peak in the system,

gB−O(r), the rigid model gives a maximum of 3.58 whereas the flexible model yields a much

softer structure with a peak height of only 2.25. However, the overall agreement is still

satisfactory in the axial region since the same qualitative relation between gB−H(r) peaks has

been established and quantitative differences are within the estimated error bars considering

the relatively short simulation time (simulation A: 81 ps). A more detailed discussion of

simulation times and statistical errors can be found in Section III.C. It should be noted that

these differences in the axial region appear much smaller when a slightly larger definition of

the axial region is chosen.
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In Ref. 11 a similar comparison between structural properties of solvated benzene ob-

tained from classical models also includes results from a flexible empirical water model

(F3C/ENCAD)45. While this flexible model yields the softest structure among all tested

classical models in both regions, our ab initio results for flexible water show a different trend,

i.e. comparable structures in the equatorial but far less structure in the axial region. Despite

the uncertainty due to the large statistical error bars for data obtained for the axial region

(see Section III.C), this difference between the axial and equatorial g(r)s obtained from rigid

and flexible models is significant and, again, points at the very different type of interactions

in the two regions of this hydrophobic solute3.

Since geometric constraints can alter the dynamics of some molecular systems (e.g.

angular constraints in the case of macromolecules46), we have also calculated preferred

orientations of water molecules with and without intramolecular flexibility. Measurements

of such angular distribution functions are commonly performed by calculating tilt angles

of water molecules which are defined as the smaller angles between the bisecting vector

of the H2O molecule and the radial vector between oxygen and the center of the solute.

To resolve possible orientational effects in the equatorial and the axial region separately,

we have chosen to plot the cosine of the tilt angle against the cosine of the polar angle

(Θ) which is measured from the z-axis defined by the normal of the molecular plane.

As a consequence the upper region close to cosΘ = 1 in Figure 4 corresponds to the

axial region, while the lower end of the y-axis shows the equatorial region. Figure 4

shows the tilt angle distributions within the first solvation shell computed for the two

ab initio simulations A (left graph) and B (center graph). Both distributions display

two separate maxima, one in the axial region at a tilt angle of ∼ 46 ◦ and broader

distribution in the equatorial region around 120 ◦. The dominant axial peak is a result

of the π-H bond, whereas the orientational preference in the equatorial region is typical

for small hydrophobic solutes which do not interact strongly with water. Most notable

is the different relation between the two peaks in both graphs. While both tilt angle

distributions agree qualitatively, the flexible model yields orientational effects of similar

magnitude in both the equatorial and the axial region - an effect which can also be inferred

from g(r)s in Figures 2 and 3. In contrast to that the rigid model shows a significantly

stronger and sharper orientational preference for the π-H bond in the axial region while the

broad peak in its equatorial region around 120◦ is less pronounced than for the flexible model.
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B. Comparison of classical and ab initio MD results

Figure 5 shows the characteristic solvation structure of benzene from classical MD. Clearly

visible are the first solvation shell and the difference between oxygen and hydrogen SDFs in

the axial region coming from the weak π-H bond. If these classical SDFs are plotted using

the same representation as for the ab initio data in Figure 1, both distributions become

almost identical on the chosen scale. Despite these similarities in terms of SDFs, significant

differences occur when RDFs of classical and ab initio simulations are compared. In Figure

6 we have added the g(r) from a comparable classical simulation (simulation C) to the two

ab initio results. The large overstructuring in classical results is immediately obvious with

peak heights more than twice as high. Peak positions agree somewhat better but maxima

obtained from classical MD are shifted inward on average by about 0.2 Å. Even more notable

is the different relation between the two axial gB−H(r) peaks. Both ab initio simulations

shows a first gB−H(r) peak, coming from one hydrogen atom which is pointed towards the π-

system, which is about half of the second peak. In contrast, classical data yields the opposite

relation, where the first peak is twice as pronounced as the second one and at the same time

several times stronger in magnitude. In terms of solvent orientation this corresponds to a

more favorable benzene-water interaction (through a weak π-H bond) in classical MD. As

mentioned earlier, it should be noted that the differences between classical and ab initio MD

results are far less obvious if the axial region is defined as a 45◦ cone around the z-axis.

In the equatorial region differences between classical and ab initio g(r) are relatively small

with classical peak maxima about 0.15 units smaller than the corresponding values from the

rigid ab initio model and peak positions shifted outward by about 0.1 Å.

Analogous to the two ab initio simulations we have also computed tilt angle distributions

for a classical NVT simulation (Simulation C). The right graph in Figure 4 displays the

two characteristic peaks for the two regions of the system which have been found before

and shows good qualitative agreement with the ab initio data, in particular with the rigid

model. However, a close comparison reveals that classical MD gives a significantly stronger

axial peak (tilt angle ∼ 46 ◦ ) than the ab initio results but a slightly softer distribution in

the equatorial region around tilt angles of about 120 ◦ (as stated before from RDFs). The
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smoother distribution for the classical MD data shown in Figure 4 is due to better statistics

from a longer trajectory.

The similarities between the classical models and the ab initio simulations for the equato-

rial regions, and the significant differences near the axial regions is perhaps not too surpris-

ing. Typically, empirical parameters of classical water force fields are chosen to reproduce

bulk liquid properties. In the case of small hydrophobic solutes it has been shown that the

hydrogen bond network mostly persists - although in a rearranged form47,48. Because the

local hydrogen bonds are not broken, the water molecules near the solute see a environment

that looks similar to the bulk and the classical models work well. However, in cases such

as the axial regions around benzene where solute-water interactions become significant, the

local environment changes when the water-water hydrogen bonding is no longer preserved.

We note that a similar breakdown of simple classical water models should occur around large

hydrophobic solutes and surface as it is not possible to preserve the water-water hydrogen

bonding around an extended interface47,48.

In the case of solvated benzene, the interfacial water molecules in the axial region are

weakly bound to the π-electron system of benzene instead of forming water-water hydrogen

bonds, which leads to smaller water molecule dipole moments by about 0.15 Debye when

compared to the bulk as shown in Figure 8. A similar decrease in the dipole moment of the

interfacial waters near the equatorial region of the solute does not occur because water-water

hydrogen bonding persists in this region.

We therefore speculate that the classical water models do not properly describe the

interface when solute-water interactions become large enough to disrupt the local hydrogen

bond network around the solute. Similar conclusions were also inferred from studies of

solvated cations where classical water models were shown to coordinate stronger to the ion

and form a more rigid solvation cage49.

C. Convergence of simulation results

In this section we use a series of long time-scale classical MD simulations to investigate

the sensitivity of the computed structural properties to the choice of certain parameters and

approximations that are often used. This is done in an effort to understand the differences

between published results for the hydrophobic solvation of benzene, to increase the repro-
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ducibility of results obtained from MD simulations and to estimate realistic error bars for

our relatively short ab initio MD simulations.

First, we have compared the influence of different bin sizes, ∆r, used for collecting statis-

tics on the obtained RDFs. By comparing the obtained peak heights for the axial g(r) for

B-O (which is the “sharpest” peak requiring the best sampling) from simulation C using bin

sizes of 0.03, 0.05, 0.07, 0.09, 0.11, 0.13 and 0.2 Å it can be shown that a bin size of 0.07

Å or smaller is required to resolve correct peak heights for this most sensitive peak of our

system.

Another factor which is often not reported but which quantitatively influences peak

heights is the normalization of the obtained “bined” data for the g(r). In many cases the

raw data is simply normalized with respect to the average particle density in the simulation

box. If one is interested in the g(r) of solvent atoms around a solute in a rather small sim-

ulation cell then this “relative” normalization leads to a cell size dependency which can be

misleading if comparisons are made with data from larger cells where the volume occupied

by the solute becomes less relevant. Instead, normalization with respect to the ambient

particle density of the pure solvent gives RDFs independent of the simulation size.

Despite ever more powerful supercomputers ab initio MD simulations are still limited to

relatively small system sizes containing 500 - 1000 atoms and total simulation times around

100 ps50. To obtain an estimate for possible finite size effects we have compared classical MD

simulations of solvated benzene containing 73 and 512 solvent molecules. Figure 9 shows

the most sensitive RDFs, gB−H(r) and gB−O(r) in the axial region of the solute, for the

NVT ensemble with 73 and 512 solvent molecules (simulations C, D). Peak heights for these

NVT simulations are in almost perfect agreement with differences below 0.1, demonstrating

no significant size effects on obtained RDFs despite the relatively small number of solvent

molecules. Size effects on RDFs obtained from the equatorial region around benzene are

not visible on the reported scale.

Another test examining finite size effects was performed for tilt angle distributions of

water around the hydrophobic solute. Both distributions obtained from simulations C and D

show the two preferred orientations (as in the right plot of Fig. 4) and agree quantitatively.

The only notable difference is a coarser resolution of the distribution obtained from the

shorter trajectory (simulation D).

Limited total simulation times constitute another serious limitation of ab initio MD.
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While a recent study26 has investigated the time scales required to obtain well converged

structural properties in simulations of pure water, we have obtained a similar estimate for the

error bars (of RDFs) in simulations of hydrophobic solutes. Since a rigorous determination

of the error bars for the ab initio MD simulations is out of reach we obtained an estimate

from our classical MD simulations. Again, we have used the g(r)s for benzene-oxygen and

benzene-hydrogen in the axial region since they are the most sensitive and characteristic

peaks stemming from the π-hydrogen bond in this system. Figure 10 shows ten uncorrelated

g(r)s obtained from 100 ps trajectories (NVT ensemble, 73 solvent molecules, 300 K), which

illustrates the magnitude of the expected variance for this structural property on a 100 ps

timescale. The maxima of the first peaks of gB−O(r) and gB−H(r) both vary by about 1.2

units, whereas the second peaks of gB−H(r) differ by 0.6 units. The same type of analysis

for ten 10 ns trajectories shows differences of 0.23 units for the first B-H peak and about

0.1 units for the second B-H peak.

A comparison of NVT vs. NPT ensembles with consistent average pressure and volume

(simulations D and F) is shown in Figure 11. The small difference of the gB−O(r) RDFs is

within the estimated statistical error bar for simulations of 10 ns.

D. Sensitivity with respect to empirical force field parameters

Recently two studies have investigated different aspects of the hydrophobic solvation of

benzene11,13. In Ref. 11 (which was reanalyzed in Ref. 12) the authors have used different

force fields and water models to investigate the hydration of benzene and compare it to cy-

clohexane. While shape and peak positions of comparable benzene RDFs are the same, peak

heights of the B-O and B-H peaks in the axial region differ quantitatively when compared to

our results. Results from simulation F, which are shown in Figure 11, display peak heights

of 6.10 and 4.12 Å whereas Ref. 11 reports 5.44 and 3.60 Å for axial gB−O(r) and gB−H(r),

as shown in Figure 12.

Schravendijk and van der Vegt (Ref. 13) have studied the effect of benzene-water hydrogen

bonding on hydrophobic hydration compared to a “van der Waals model” of benzene which

is not capable of forming such weak H-bonds. When comparing RDFs from different studies,

it should be noted that the obtained axial distributions are highly sensitive with respect to

the definition of this axial region. The definition of the axial region in Ref. 13 includes
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a 90◦ cone (45◦ around the z-axis) which leads to far less structured RDFs for both B-O

and B-H because it includes a significant amount of water molecules which do not bind to

the π-electron system through a weak H-bond. Results from simulations C-F are almost

indistinguishable if compared for this extended region (45◦ instead of 20◦) and on this

scale. After recalculating RDFs for this differently defined axial region we find differences

in benzene-hydrogen first peak heights of about 0.2 and a somewhat different shape of the

benzene-oxygen double peak (Figure 13). The first gB−O(r) peak consists of two maxima,

one from H2O molecules which take part in the weak hydrogen bond and one from ordinary

solvent molecules of the first solvation shell. Analogous to the results for benzene-hydrogen

our classical data shows a stronger first benzene-oxygen maximum corresponding to a more

favorable π-hydrogen bond compared to the results from Ref. 13.

The most likely cause for the differences in Figure 13 is the use of different force fields

(GROMOS43A1 vs. OPLS-AA, see Table II) and water models (SPC vs. TIP4P). In the

GROMOS43A1 parameter set atomic charges on carbon and hydrogen of benzene are slightly

smaller which could lead to the observed softer solvation structure around benzene.

From our extensive analysis of different classical simulation parameters for this system,

only part of which is shown in this paper, we are able to draw two main conclusions: Firstly,

the results from classical MD simulations vary quantitatively depending on the chosen force

field, water model and on subtle technical details of the simulation and statistical analysis of

the results. Secondly, despite those quantitative differences between classical results all of the

empirical-model based simulations examined here as well as in other work11 show systematic

qualitative differences when compared to ab initio results for the interfacial region where

solute-solvent interactions are significant, i.e. they yield a much stronger π-hydrogen bond

between water and benzene.

IV. CONCLUSION

Solvated benzene constitutes a unique test case for molecular simulations because it

presents two different interfaces to the solvent. The equatorial region resembles normal

hydrophobic solvation of aliphatic hydrocarbons, whereas the axial region displays a weak

π-hydrogen bond between solute and solvent molecules which alters the electronic structure

at the interface. Both flexible and rigid ab initio water models represent the hydration

13



structure at both interfaces well and show good agreement. To make statistically meaningful

comparisons between simulations we have carefully investigated the role of several simulation

parameters such as finite size and time scale effects.

Commonly used (nonpolarizable) classical water models give a robust description of the

equatorial region where strong water hydrogen-bonds persist and no significant solute-solvent

interactions are present. In the axial region these simple water models cannot adapt to the

altered environment and there is a tendency to “overbind” the π-hydrogen bond, which

leads to qualitatively different solvation structures. We conclude that this limitation of

simple (yet commonly used) classical models occurs when solute-solvent interactions become

comparable in strength to regular water hydrogen-bonds, which in turn leads to a disruption

of the water-water hydrogen bond network near the solute. Although the exact magnitude

of the differences between ab initio and classical MD simulations for the axial region may

be influenced by subtle effects, such as possible inaccuracies in the description of dispersion

interactions, the overall trends due to the disruption of the hydrogen bond network should

persist. Based on these findings we expect that simple classical models should provide

a qualitatively correct description of small solvated aliphatic hydrocarbons, but may not

adequately represent small solutes that involve significant solute-solvent interactions, such

as the aromatic groups that are abundant in biochemistry.
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TABLE I: Overview of the MD simulations: Size refers to the number of water molecules included

in the simulation cell. In our rigid FP simulation a rigid water geometry was enforced and the

carbon-hydrogen bonds of benzene were constrained to eliminate fast vibrational modes in the

system.

Name Method Geometry size T (K) dt (fs) µ (a.u.) time (ns)

A FP Flexible 73 297.5 (NVE) 0.07 340 0.081

B FP Rigid 73 303.3 (NVE) 0.24 1100 0.152

C Classical Rigid 73 (NVT) 2 - 100

D Classical Rigid 512 (NVT) 2 - 10

E Classical Rigid 73 (NPT) 2 - 30

F Classical Rigid 512 (NPT) 2 - 10

34



TABLE II: Empirical nonbonded interaction parameters for the benzene-water interactions used

in classical MD simulations.

Force Field qC(e) qH(e) σC (Å) εC (kcal/mol) σH(Å) εH (kcal/mol)

OPLS-AA a -0.115 0.115 3.5500 0.07 2.4200 0.03

GROMOS 43A1 -0.100 0.100 3.3611 0.09697 2.3734 0.02828

aOPLS-AA parameters for benzene were originally taken from Ref.7. The GROMOS43A1 force fields was

used in Ref.13, OPLS-AA was also used in Ref.11.
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TITLE RUNNING HEAD. Water in hydrophobic confinement 

ABSTRACT. Water confined at the nanoscale has been the focus of numerous experimental and 

theoretical investigations in recent years, yet there is no consensus on such basic properties as diffusion 

and the nature of hydrogen bonding (HB) under confinement. Unraveling these properties is important 

to understand fluid flow and transport at the nanoscale, and to shed light on the solvation of 

biomolecules. Here we report on a first principle, computational study focusing on water confined 

between prototypical non polar substrates, i.e. single wall carbon nanotubes and graphene sheets, 1 to 
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2.5 nm apart. The results of our molecular dynamics simulations show the presence of a thin, interfacial 

liquid layer (~ 5 Å) whose microscopic structure and thickness are independent of the distance between 

confining layers. The properties of the hydrogen bonded network are very similar to those of the bulk 

outside the interfacial region, even in the case of strong confinement. Our findings indicate that the 

perturbation induced by the presence of confining media is extremely local in liquid water, and we 

propose that many of the effects attributed to novel phases under confinement are determined by subtle 

electronic structure rearrangements occurring at the interface with the confining medium. 

I. INTRODUCTION 

Water confined in nanometer-sized channels or pores is expected to have structural and dynamical 

properties different from those of the bulk liquid1-8. In recent years a widespread effort has been 

dedicated to understand how the properties of water change upon nanoscale confinement and how these 

changes may influence a wide range of systems, e.g. biological systems, flow in organic and inorganic 

media, the properties of materials such as zeolites and cements, and nanoparticles in solution. An 

important question concerns the influence of the confining medium, in particular whether a confined 

phase of water exists that is independent of confining surfaces or whether interface properties represent 

the dominant influence on the nanoscale liquid. In the absence of confinement, many experimental 

results (see e.g. Ref 9-11) indicate that the perturbation of water at both hydrophilic and hydrophobic 

interfaces is local, however it is yet unclear whether such locality of the perturbation persists at the 

nanoscale.  In addition, results on the diffusion properties of the confined liquid are rather controversial.  

Several years ago fast transport of water in carbon nanotubes (CNT) was reported by Hummer et al.1 

who, using classical molecular dynamics (MD) simulations, found that for small diameter tubes (8.1 Å) 

diffusion occurs through a burst-like mechanism, stemming from the presence of single file water chains 

capable of moving with little resistance. These results were later rationalized with a simple coarse-

grained model of a nanotube immersed in water2 and similar findings were reported for model 

biological pores3. Exceptionally fast mass transport in CNT was also found by Holt et al.4 and by 
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Majumder et al.5 in very recent experiments, which were however conducted for tubes of larger 

diameter than those studied in Ref. 1-3 (~ 2nm and ~ 7 nm in Ref. 4 and 5, respectively). The TEM 

measurements of Naguib et al.12 on water embedded in ultra thin CNT, indicated instead that the fluid 

mobility is greatly decreased. Similar conclusions, but for different confining surfaces, were reached by 

Major et al.13 who observed a dramatic change in the mechanical properties of water at the nanometer 

scale. For confining hydrophilic surfaces with separation less than 1 nm, the viscosity of the fluid 

measured in Ref. 13 was 7 orders of magnitude greater than that of the bulk at room temperature. In 

contrast, studies of the viscosity of water confined between mica surfaces14-15 (at distances equal to or 

smaller than 3.5 ±1 nm) do not point at fast transport, with measured viscosity values14-15 within a factor 

of three of the bulk. 

Several studies7,16-17 have shown that confined water freezes at a lower temperature18 than the bulk 

liquid, and that new ice-phases appear to be stabilized by confinement. In particular, Koga et al.7,16 used 

classical MD simulations to show that in CNTs (with diameters ranging from 1.1 to 1.4 nm) water can 

exhibit structural and phase transitions under an axial pressure of 50 MPa to 500 MPa. Following this 

work, Kolesnikov et al.17 performed neutron scattering experiments on water contained in CNT and 

identified an ice-shell plus a water chain structure that shows soft, “fluid-like” behavior even at 

temperatures as low as 50 K. Monolayer and bilayer ice structures were also reported for water confined 

between graphene sheets by Zangi et al.19-20 when pressure was applied to the system. However, results 

of other classical simulations showed water freezing between graphene layers at ambient temperature21, 

but pressure values were not determined in this case and thus a consistent comparison with other, 

similar works is not straightforward. 

Building on the pioneering work of Rahman and Stillinger22, classical MD simulations have been 

extensively used to study the properties of bulk water and recently also of confined water; various force 

fields have been employed, including simple point charge models (either rigid or flexible SPC) or other 

parameterizations such as TIP3P and TIP4P23. For example, using a flexible SPC model, Martì et al.24-28 

studied confinement in CNT and within graphene sheets, and they observed the presence of layered 
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structures, that exhibit a substantial number of broken H-bonds, and a self-diffusion along the tube axis 

that is faster than in the bulk. On the contrary, lower mobility was reported by Mashl et al.6 who, using a 

rigid SPC model found that at ambient conditions water in (9x9) CNT undergoes a transition to a state 

with ice-like mobility. Similarly, Liu et al.29,30 reported axial and radial diffusivities in CNTs much 

lower than those of the bulk, with diffusivity decreasing with the diameter of the tube. Hanasaky et al.31 

also observed slower diffusion under confinement and found that the dependence of water mobility 

(namely, H-bond lifetime) on the tube diameter is not monotonic. Finally, Choudhury et al.32 reported 

that both the translational and re-orientational mobilities of water confined between graphene sheets are 

greatly decreased for separations below 1.3 nm. We note that in Ref. 29-32 a rigid SPC model was used, 

at variance from Refs. 24-28 where flexible models were adopted. 

The brief (and incomplete) summary presented above clearly highlights inherent difficulties still 

present experimentally in probing the properties of confined water, and a dependence of results on the 

parametrization of force-fields, in classical MD simulations. A discussion of the sensitivity of confined 

water properties on force fields has been given, for example, in Ref. 33 where quantum chemistry 

calculations were used to benchmark some classical potential results. It is therefore of interest to study 

confined water with simulations that do not rely on any fitted parameters, in order to investigate 

microscopic properties not yet accessible to experiment (e.g. interfacial microscopic structure), 

including electronic structure effects. 

In this paper we restrict our attention to hydrophobic confinement, and we report on a theoretical 

study based on  first principle MD aimed at understanding structural and diffusion properties of water 

confined in single wall carbon nanotubes and between graphene sheets—systems that have received 

much experimental attention lately. We investigated the properties of the liquid as the separation 

between confining surfaces (CNT radius and distance between graphene sheets) is varied, with the goal 

of establishing the influence of the interface on structural and diffusion properties. The presence of a 

surface induces density oscillations in the liquid, with a thin region from which water molecules are 

excluded, followed by a layer with increased particle density. The structure of the liquid within this 
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interfacial layer is substantially different from that of the bulk, but it does not depend on surface 

separation, indicating that the nature of the perturbation induced by the surface is well localized, down 

to very small confinement separations. The electronic and mass density averaged over the interfacial 

layer are smaller than those of the bulk. However, even for very small separations, the HB network of 

the confined liquid is found to be similar to that of the bulk, outside the thin interfacial layer (~ 5 Å). 

We find that lateral diffusion and re-orientational motion of water molecules become faster under 

confinement, possibly due to a decrease of the dipole moment of interfacial molecules and thus weaker 

HBs at the interface.  

 

II. METHOD 

In this work, water was confined between graphene sheets (planar confinement) and within single 

wall CNT (cylindrical confinement) (see Table I). The starting configurations for the first principle 

simulations were obtained by performing MD simulations (NVT) with SPC/E classical potentials34. We 

chose the SPC/E model because tested parameters to describe the interaction between water and 

graphite surfaces and nanotubes were available in the literature35. In particular the carbon atoms were 

modeled as neutral particles interacting with the oxygen atoms through a Lennard-Jones potential 

determined by the parameters !co = 0.3135 kJ/mol and "co = 0.319 kJ/mol35. In the graphene/water 

system the cell dimensions in the wall plane (x,y) were fixed and determined by the size of a relaxed 

graphene sheet containing 60 carbon atoms (12.4 Å / 12.1 Å). Carbon-carbon distances were fully 

optimized. In the z direction, the interlayer separation was varied, while keeping the number of water 

molecules constant, until the stress along this direction yielded a pressure equal to atmospheric pressure. 

Three confined water systems were considered with graphene layers at 10.09, 14.41 and 25.02 Å 

distance. From these calculations we estimated the thickness of the exclusion volume present at the 

graphene/water interface to be ~ 2 Å. This thickness was employed in the case of NT confinement to 

determine the number of molecules needed to fill up the tubes in order to obtain a density of ~ 1 g/cm3. 

We used two semiconducting tubes to confine water, namely a (19#0) NT and a (14#0) NT, which have 
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a diameter of 15.0 Å and 11.1 Å respectively. The length of the tube (i.e. the number of minimal unit 

cell in the axial direction needed to accommodate more than 30 water molecules) was 17.065 Å for the 

(19#0) NT and 25.251 Å for the (14#0) NT. All samples were classically equilibrated for 100 ps and the 

final structure was then used as input for the first principle simulations.  

We used Density Functional Theory (DFT)36,37, in the generalized gradient corrected approximation 

(PBE)38, and Born-Oppenheimer (BO) molecular dynamics (MD). We employed non-local 

pseudopotentials39, the electronic wavefunctions (charge density) were expanded in plane waves, with 

energy cutoff up to 85 (340) Ry and the integration over the Brillouin zone was performed with the ! 

point of the supercell. The numerical integration of the ion equations of motion was carried out with a 

time step of 20 a.u. (8 electronic steps using preconditioned steepest descent with Anderson 

extrapolation were performed to obtain the electronic ground state at each atomic step). In our first 

principle calculations, the atomic configuration obtained with a classical simulation run was first 

equilibrated with a velocity rescaling technique for about 3 ps at 400 K. Then the thermostat was 

removed and statistics was collected for the simulation time reported in Table I. All the calculations 

were done considering D2O instead of H2O; this allows one to employ larger MD time step and thus to 

simulate for longer times with the same amount of computer resources.  

Since the purpose of the present investigation was to compare the properties of confined water with 

those of bulk water, we considered the temperature (400 K) at which, for bulk water, DFT using PBE 

and BO dynamics yields results in good agreement with experiment for structural and diffusion 

properties at ambient conditions40,41. There are several possible reasons why elevated simulation 

temperatures are required in the first principle simulations. For instance, van der Waals (vdW) 

dispersion interactions are not expected to be accurately reproduced by semi-local GGA functionals 

such as PBE or BLYP. However, we note that of the three contributions to vdW forces – induction, 

thermal orientation and dispersion – it is the dispersion forces that are not well described, and in liquid 

water, their strength is approximately one order of magnitude smaller than that of hydrogen bonding. As 

pointed out in Refs. 41-42, in addition to possible inaccuracies in the GGA functionals, it is possible 
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that a large fraction of the disagreement is due to the neglect of the quantum motion of hydrogen atoms 

in the simulations. All DFT based molecular dynamics simulations of water (except for one43) have been 

carried out using a classical description (Newtonian dynamics) of the proton dynamics. There is 

growing evidence based on empirical potentials fit to quantum chemical data that proton quantum 

effects in water may be more pronounced than previously thought (e.g. see Ref. 41); hence it is possible 

that commonly used GGA functionals such as PBE and BLYP yield a quite accurate description of 

hydrogen bonding in water, once proton quantum effects are taken into account. We also note that 

approximately accounting for quantum effects via temperature rescaling is a technique that has been 

used in a variety of materials other than water44,45. 

At 400K, the computed diffusion coefficient of bulk water is ~ 1 10-5cm2/sec. A statistical error bar on 

this number can be estimated from a convergence of the diffusion coefficient as a function of 

simulations time, carried out for a potential yielding very similar diffusion and structural properties for 

the liquid. We carried out such a convergence study in Ref. [40-41], where the error of the self-diffusion 

constant obtained over 20 ps simulations is found to be 20-30%.  

In addition to studying liquid water in contact with graphene and carbon nanotubes, we also 

investigated the interaction of a single water molecule with a graphene plane, by considering both the 

equilibrium structure at T=0 and snapshots taken from our 400K MD trajectory. While at T=0 a water 

molecule is found to be barely bound to graphene (with a binding energy of ~ 0.25 kcal/mole), for 

configurations corresponding to finite T, we find a binding energy (defined as the difference between 

the energies of the interacting and non interacting graphene/water system) of 1-2 kcal/mole. In the high 

T configurations, thermal energy induces bond distortions in the graphene sheet and in the water 

molecule, resulting in local dipoles (charge transfer) that strengthen water/graphene interaction. In 

addition, at finite T, we find overlap between the carbon and water charge densities and electron-

dynamical effects that are responsible for characteristic features detected in IR spectra (these are 

discussed in detail elsewhere46). A variety of values have been reported experimentally and theoretically 

for the interaction of gas phase water with graphite and these are summarized in Ref. 47. 



 

8 

Our first principle MD simulations were carried out using Qbox
48, while maximally localized 

Wannier functions, used to compute water molecular dipole for selected MD configuration, were 

obtained by using the GP code49 following the scheme proposed by Gygi et al.50. Finally, classical 

simulations were performed with GROMACS
51.  

 

III. RESULTS AND DISCUSSION 

In this section we first describe the results of our simulations, then we present an interpretation of our 

findings. Table I summarizes the simulations carried out in the present study. 

Structural Properties--The analysis of the water density in the direction perpendicular to the surface 

reported in the top panels of Fig. 1 reveals density oscillations typical of a liquid in contact with a hard 

wall10,52-53. In particular, in the case of graphene we found that water molecules are excluded from a 

region with thickness of ~ 2.5 Å; the particle density rises sharply outside this excluded volume, with a 

first peak extending up to 5 Å, similar to what found for water on hydrogenated diamond surfaces46, that 

are much less polarizable than graphene sheets.  The height of this peak increases with decreasing 

distance between the surfaces (from 2.38 g/cm3 to 1.96 g/cm3 in going from 10.09 Å to 25.02 Å), but its 

position is independent of the confining length. From a comparison of the top panels of Fig. 1 (a-e) it is 

clear that increased confinement results in enhanced density oscillations. This may be understood in 

terms of interfering effects of the two facing surfaces, and at extreme confinement the perturbation 

induced on water at the two interfaces is amplified. In panel (c) of Fig. 1, where the distance between 

graphene sheets is the largest (25.02 Å), density oscillations are nearly suppressed, indicating that the 

effect of the surface perturbation is highly localized. In this case, only the water layer close to the 

surface has density higher than the bulk; beyond ~ 5 Å from the surface the density curve becomes 

flatter and reaches the bulk value (1.0 g/cm3). We note that in all of the deuterium density profiles 

reported in Fig. 1, a small shoulder is present in the first density peak, which indicates a slight 

preference for some interfacial water molecules to orient with an OD bond pointing towards the surface.  

The middle panels of Fig. 1 show the variation of the electronic density ($el) in the direction 
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perpendicular to the surface. In the region from which water molecules are excluded, we observe a sharp 

decrease of $el, which vanishes at about 2 Å. These findings are consistent with the results on the 

electronic density as obtained from X-ray measurements by Poyron et al.54. In this region the 

contributions to $el come almost entirely from the surface carbon atoms. Outside this layer of zero 

particle density, we observe oscillations of $el; their intensity is slightly larger at the position of the first 

sharp peak in the particle density distribution than in the center of the slab. Very similar results were 

obtained also for first principle simulations of water confined by hydrogentated diamond surfaces.46 

Interesting structural information about confined water is also obtained from an analysis of the bottom 

panels of Fig. 1, where the average number of hydrogen bonds (HBs) per water molecule is reported as 

a function of the distance from the surface. Interfacial molecules, although surrounded by only half of a 

bulk coordination shell, are still engaged in a relatively large number of HBs. In particular in the 5 Å 

interfacial layer, the number of HB (2.5) amounts to about 70% of the corresponding bulk value 

(recovered in the middle of the slab). This observation is consistent with the experimental finding on the 

structure of interfacial water as obtained through vibrational spectroscopy by sum-frequency generation 

(see e.g. Ref. 55), it also agrees with previous molecular dynamics simulations in which it was found 

that water in contact with solid surfaces52,53,56 readily restores its liquid, bulk-like hydrogen bonded 

network, just outside the thin interfacial layer. The thickness of this layer is slightly larger than in the 

hydrophilic case where, e.g. for hydroxilated Si-SiC surfaces56, we found values of ~ 3.5 Å. The dashed 

and dotted curves in the bottom panels of Fig. 1 represent, respectively, the number of HB acceptors and 

donors of each water molecule in our samples. When approaching the confining surface, a water 

molecule preferentially has a higher number of HB donors; thus, most of the time, one of its deuterium 

atoms is not engaged in HBs, consistent with features observed in the analysis of the OD tilt angle 

distribution (see Fig. 2). This property appears to be independent of the confinement distance, and it is 

rather determined by the water/surface interaction. 

Similar results for the structure of the interfacial layer and their dependence on water-surface 

interaction were obtained in the case of the two CNTs. However layering effects are enhanced in the 
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tubes, and cylindrical water shells appear, instead of flat layers (only one shell for the smaller tube and 

two for the larger one).  For both tubes (see Table I), we found a very pronounced peak in the density of 

water in proximity of the walls [the height reaches 3.6 g/cm3 in the case of the (14#0) NT and 2.6 g/cm3 

for the (19#0)]. Remarkably, for the smallest tube the water density in the center is almost zero, and 

molecules appear to be densely packed at the interface; therefore one might expect a decrease in 

diffusion of the fluid relative to the bulk. As we will see, this is not the case. 

In order to further investigate water restructuring at the interface, we have studied the orientation of 

the OD bonds with respect to the direction perpendicular to the interface (radial direction in the case of 

nanotubes). In Fig. 2, we report the OD tilt angle distribution for water confined between graphene 

layers. The color maps represent the probability of finding, at a certain distance from the surface, an OD 

bond forming a specific angle (%) with the direction perpendicular to the substrate (see inset of Fig. 2 for 

the definition of tilt angle): for every molecule two tilt angles are calculated, one for each OD bond. The 

probability has been multiplied by the value of the water density, to enhance the signal of the denser 

layers. At the interface, molecules have strong preferential orientations. In particular at about 2.7 Å 

from the surface two angles are favored: 75° and 150°. This geometric configuration corresponds to 

water molecules having one of the OD bonds nearly parallel to the surface and the other pointing 

towards it. At 3.3 Å, the opposite orientation in found with an OD pointing away from the surface (25°) 

and the other nearly parallel (100°) to it. At about 3 Å, there is a strong peak at 90°, indicating that most 

of the molecules have both OD bonds roughly parallel to the surface. In the high density layer, the 

planar orientation is preferred in order to maximize in-plane HBs. The most remarkable feature of the 

three maps reported in Fig. 2 is that the orientation of water bonds in the interfacial layer does not 

depend on surface separation. At a graphene distance of 10.09 Å, the system consists of only two water 

layers, yet these appear to be equivalent to the two interfacial layers observed for the 25.02 Å 

separation. A similar behaviour was found in the case of water confined in CNT when calculating the 

orientation of the OD bonds with respect to the radial direction. Although the preferential angles are 

slightly different because the surface is curved, the qualitative features of the angular distribution are 
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very similar, and the interfacial layer structuring appears to be independent on the confining distance 

(i.e. tube diameter). In the case of the smallest nanotube, water molecules arrange in one cylindrical 

shell, thus no water molecules show bonds oriented towards the centre of the cylinder, as hardly any H-

bonds can be formed in that direction (the peak at ~25° in the angular distribution is not observed in this 

case). These results appear to be at variance from those of Hummer, et al.
1, that find a linear chain 

localised in the center of a smaller nanotube. 

Fig. 3a shows the calculated oxygen (red) and deuterium (blue) spatial distribution functions (SDF) in 

a water layer within 5 Å from the surface for the case of water confined between graphene layers 

separated by 14.41 Å. A representative HB ring structure found in the first interfacial layer is shown in 

Fig. 3b. The SDFs represent the density distribution of oxygen and deuterium atomic positions; thus 

they reveal how water fills the space close to the surface. Deuterium and oxygen atoms are not 

uniformly distributed on top of the surface. Oxygen preferentially resides on top of the center of the 

hexagonal carbon rings (red isosurface). Some deuterium atoms tend to point towards the surface, as 

indicated in Fig. 1a-c. However, at variance with the case of a benzene molecule42 in solution, the 

computed SDFs do not show any preference for the “dangling” H-bond to point towards the center of 

the carbon hexagons.  

We note that the structural properties of interfacial water found in our first principle simulations are 

rather different from those obtained in the classical simulations we used to prepare the initial 

configurations for the first principle simulations. The water density oscillations are qualitatively similar 

in the two cases, but they are more pronounced in the first principle calculations. In particular, when a 

Lennard-Jones parameter of !co = 0.3135 kJ/mol (same as in Ref. 35) is used to describe the carbon-

water interaction, the first interfacial layer of water in the classical simulations is less intense than in the 

first principle simulations. In order to have similar peak heights as in the first principles simulations, we 

found that much larger !co (~ 0.78 kJ/mol) are needed in the classical simulations. Subtle but important 

differences between the classical and first principle simulations can also be found in the spatial 
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arrangement of water molecules in the interfacial layer. Specifically, in the classical case we did not find 

a strong preference to orient OH bond towards the surface, as in the first principle simulations. More 

interestingly, we found that the SDFs of the interfacial layer are uniform in classical simulations and do 

not exhibit the peculiar structuring shown in Fig. 3.  

Dynamical properties ---We first analyze the Fourier transform of the deuterium atoms velocity 

autocorrelation function (Fig. 4), which is related to the vibrational spectra of our samples. Calculations 

of IR spectra will be reported elsewhere46. As shown in Fig. 4, for both graphene sheets and CNTs, a 

peak appears at frequencies higher than in the bulk spectrum (2600 cm-1), in the region of the OD 

stretching mode. This signal is related to OD groups not involved in HBs; these OD bonds are likely to 

vibrate at a frequency higher than OD groups in a bulk environment and in early experimental work on 

the characterization of interfacial water their presence has been interpreted as a signal of surface 

hydrophobicity55. A similar feature in the power spectrum of confined water was observed by Martì et 

al.26 and it was ascribed exclusively to confinement effects. In particular, it was interpreted as arising 

from the splitting of the symmetric and antisymmetric components of the OH stretching mode, 

accompanied by a shift of the stretching frequency to gas phase values (higher than in the bulk). With 

the aim of discerning between confinement and surface effects, we artificially cut our water samples in 

layers of increasing distance from the interface, and we calculated the power spectra of each layer. We 

found that the peak at 2600 cm-1 is mainly related to water molecules in close proximity with the 

surface, with non hydrogen-bonded OD bonds likely pointing towards the graphene layer. The water 

layer in the middle of the slab shows instead a power spectrum similar to that of the bulk liquid. This 

suggests that the peak at 2600 cm-1 is mainly due to a surface effect and confirms the locality of the 

perturbation induced by the surface on water, as observed in our structural analysis. We note that 

confinement enhances the high frequency power spectrum signal, as it increases the surface to volume 

ratio of the liquid. We believe this is the reason why the high frequency peak is more pronounced in the 

power spectra of CNT than in that of graphene sheets. 

Another interesting region of the power spectrum of Fig. 4 is the band at low frequencies (120-800 
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cm-1) that is usually assigned to librational modes, and thus related to inter-molecular hydrogen bonds. 

This band appears to undergo a red shift in the most confined samples, indicating a weakening of the 

HB strength in the interfacial region. However the simulation times available here do not permit 

quantitative conclusions on the shifts observed in the low frequency part of the spectrum. The band at 

1178 cm-1, related to the water molecule bending mode, is mostly unchanged in all of our samples. 

In order to investigate molecular self-diffusion, we calculated the mean square displacement (MSD) 

of the oxygen in the direction parallel to the interface in the case of graphene and along the CNT axes. 

The MSD is related to the self-diffusion coefficient (D) through the Einstein relation, using the 

appropriate normalization factor for mono and two dimensional diffusion processes. Our results show 

that the lateral diffusion constant of water increases at extreme confinement. In particular, in the case of 

flat surfaces (graphene), diffusion increases with decreasing interlayer separation, becoming almost 

three times larger than that calculated for the bulk (1.0x10-5 cm2/s), for a distance of 10.09 Å. This 

increase is significant and well outside the error bar on our diffusion constants, estimated to be 20-30% 

(see Method Section). In the case of CNTs, this effect appears to be enhanced, although it is not possible 

to establish a trend as a function of the tube radius from only two systems. At a diameter of 15.00 Å the 

diffusion constant reaches about 3x10-5 cm2/s, which again is significantly different from that of bulk 

deuterated water. When decreasing the CNT radius to 11.10 Å, the diffusion constant slightly decreases, 

however remaining larger than the bulk value. In the case of two-dimensional confinement, for a CNT 

diameter smaller than an optimal value, the translational motion of water molecules may become so 

constrained that the diffusion constant does not increase as the radius decreases, unlike the case of 

graphene sheets. 

Additional information on dynamical properties can be extracted from the re-orientational dynamics 

of the molecular dipole vector (µ), obtained from the correlation function & = <µ(0)'µ(t)>. The dipole 

vector of each molecule (µ) was calculated by assigning a charge of –2 to the oxygen atoms and charges 

of +1 to the deuterium atoms (geometrical dipole). This function, reported in Fig. 5, is characterized by 

an exponential decay (faster decay is associated with faster reorientation). Interestingly, we found that 
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the rotational motion of confined water molecules is faster than in the bulk phase, indicating that HBs 

are formed and broken at an increased rate. Indeed, H-bond lifetime calculated for the confined water 

samples show decay faster than bulk water, at variance with the results of Ref. 1 where HB lifetime 

under confinement where found to be substantially larger than in the bulk. Our results are consistent 

with weaker intermolecular HBs found in the interfacial regions. In particular, from Fig. 5 it appears 

that for both the CNTs and graphene layers separated by 14.41 Å, the relaxation time is almost identical, 

while it substantially decreases, becoming very close to that in the bulk, in the case of graphene at 25.02 

Å. We repeated a similar analysis on the trajectories obtained with a classical potential (rigid SPC/E 

water model, see method section) and obtained the opposite result: water molecule reorientation appears 

hindered at increasing confinement. However we note that Marti, et al.25 using a flexible SPC model did 

find an increased lateral diffusion of water under confinement, consistent with our results. 

The faster dynamics obtained in our first principle simulations may be related to the magnitudes of 

the dipoles associated with the water molecules. These significantly decrease in the interfacial regions. 

The dipole moments were calculated using maximally localized Wannier function centers57, by 

averaging over configurations extracted from our MD trajectories, and equally spaced in time. In the 

case of the bulk liquid the average molecular dipole moment calculated from MD trajectories is about 

3.10 D. For graphene sheets and CNT, we found that the average dipole moment is always lower than in 

the bulk except for the 2.5 nm separation case where it has about the same value. Interestingly, the 

dipole significantly decreases within the interfacial layer assuming values of about 2.6-2.7 D for water 

molecules closer to the surface, while it is close to the bulk value in the liquid outside the interfacial 

regions. For the two CNT considered here the dipole moment remains lower than in the bulk in the 

whole confined sample, and the average dipole moment of the two confined systems is 2.87 and 2.93 D 

for the (14x0) and (19x0) CNT, respectively. In the case of a previously studied hydrophilic substrate 

(hydroxilated silicon carbide56) the lateral diffusion of water in the interfacial layer was substantially 

unmodified, with respect to the bulk, and correspondingly the average dipole moment of interfacial 

water molecules was very close to that of the bulk. On the other hand, in our study of water confined 
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between deuterated diamond surfaces46, we observed a lateral diffusion enhanced, with respect to that 

found for the graphene case, and a smaller dipole moment of interfacial water molecules.  

The variation of dipole moment magnitudes within the confined sample and with respect to the bulk 

may explain why rigid, non-polarizable classical models (e.g. SPC/E) do not predict fast molecular 

reorientation. The parameters of these models (like many others) are fitted to reproduce bulk liquid 

properties and it is thus not surprising that they do not account for the subtle interfacial rearrangement 

observed in our first principle simulations. Flexible and polarizable models may improve the description 

of the structural and dynamical properties of confined water, however the parameters entering the 

models may need fine tuning to describe how the strength of HB varies within a specific confined 

environment. 

 

IV. SUMMARY AND CONCLUSIONS 

The structural and dynamical properties reported in the previous section all consistently show that the 

perturbation of the confining surfaces on liquid water is localized within a 5 Å interfacial layer, whose 

thickness and microscopic structure do not depend on surface separation. The local nature of the 

perturbation found here is consistent with many results reported in the literature for bulk water in 

contact with both hydrophilic and hydrophobic surfaces and for complex surfaces, such as proteins11.  

This locality of the perturbation is also in agreement with the results of ultra fast optical Kerr 

spectroscopy reported by Scodinu et al.58 for water confined in hydrophilic and hydrophobic nanopores. 

However Kim et al.59 reported that for water in contact with organic monolayers, they find an interface 

layer extending up to 5 nm.  

The interfacial layer found in our simulations is composed of a region of about 2.5 Å of zero particle 

density, followed by a region with particle density higher than in the bulk. Overall, the average density 

in the 5 Å interfacial layer is lower than in the bulk. In spite of an increased density of molecules 

outside the excluded volume, in proximity of the surface, water mobility is increased with respect to that 
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of the bulk. This appears to be related to a decrease of the molecular dipole moment and a weakening of 

HBs at the interface. These results are consistent with those reported in the case of water in the cavities 

of a hydrophobic zeolite60, although the simulation time reported in Ref. 60 was rather short (3 ps) and 

an analysis of interfacial properties was not provided. The model of confined water emerging from our 

simulations –highly inhomogeneous, mobile interfacial layer surrounding a liquid which recovers bulk-

like characteristic just outside a thin, ~ 0.5 nm, surface region-- is rather different from that proposed by 

Kolesnikov et al.17. However this study was conducted at much lower temperatures. These authors 

reported molecules frozen along the interior of a CNT wall in a four-fold coordinated square-ice pattern. 

These results were obtained using MD with classical potentials for CNTs very similar to the (19x0) case 

considered here, and they were used to interpret neutron scattering experiments. While our first 

principle MD results differ from the ones of Ref. 17, we note that our computed power spectrum is 

consistent with the generalized vibrational density of states obtained experimentally by the same 

authors, showing a blue shifted stretching band and a red shifted librational band. The structural model 

of confined water found here also differs from that obtained in another classical simulation by Byl et 

al.61 The authors attribute their measured high-frequency infrared active mode to inter-ring OH groups 

different from those present in bulk water, and they propose the existence of a novel confined water 

phase with unusual HBs. According to our simulations the difference in HB between confined and bulk 

water mainly pertains to molecules within a thin interfacial layer and it does not stem from novel, liquid 

phases. 

As mentioned in the Introduction, the mobility and in general the dynamics of confined water have 

received controversial interpretations in the literature. Recent flow experiments in CNTs with diameter 

of 2 nm or less reported by Holt et al.4 showed enhanced flow at the nanoscale; these results are 

consistent with the enhanced lateral diffusion suggested by our simulations. However, the enhancement 

by orders of magnitude found in Ref. 4 is difficult to explain based on our finding of a moderate 

increase in the liquid self-diffusion coefficient, and viscosity calculations would be necessary to reach 
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firm conclusions on flow rates. Other experiments reported instead a slower dynamics in nanotubes. 

Naguib et al.12 interpreted some of their TEM results on water confined in multi-wall CNTs as showing 

a decreased mobility of the liquid inside the tubes.  

In the field of classical MD simulations, recent results obtained on mica by Leng et al.62 for water 

dynamics are consistent with ours, while several other authors have reported a decreased mobility (e.g. 

Mashl et al.6) for water in nanotubes. Faster diffusion has been predicted in the case of very small 

nanotubes in Refs. 1-3, where one chain of water molecules was present and, for larger tube diamaters, 

by Martì et al.25 who employed a flexible SPC model to describe confined water.  When using classical 

potentials, water-water and water-surface interactions are not usually treated on the same footings. For 

example, Pertsin et al.33 have shown that different water-graphite potentials may yield rather different 

structures in the interfacial region, although thermodynamic properties may be less affected by the 

presence of confining surfaces, as discussed in Ref. 63. In addition, classical potentials are usually fitted 

to bulk properties and they are thus unlikely to account for subtle but important effects, such as the 

decrease of interfacial water molecule dipole moments and electronic structure re-arrangements at the 

surface. Our results point at the need for at least flexible and possibly polarizable models, in order to 

describe water confinement effects in a realistic manner.  
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FIGURES 

 

Figure 1. The top panels of a), b) and c) show the density of water molecules computed along the 

direction perpendicular to graphene confining surfaces (the continuous and dashed curves represent 

oxygen and deuterium atoms, respectively) for three confining lengths [a), 10.09 Å; b), 14.41 Å and c) 

25.02 Å; see text]. The middle and bottom panels show the valence electronic charge density and the 

average number of water-water hydrogen bonds, respectively, corresponding to the three confining 

lengths. The curves in the bottom panels display the number of H-bond donor (dotted line) and acceptor 

(dashed line) for each water molecule; the total number of hydrogen bonds per molecule is also reported 

as a continuous black line. We choose the following geometric criterion to define a hydrogen bond: 
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O···O distance shorter than 3.5 Å and O···HO angle larger than 140º. The top and bottom panels of d) 

and e) show the water density and number of hydrogen bonds in the case of carbon nanotubes with 

diameter of 11.10 and 15.00 Å, respectively. 

 

Figure 2. Tilt angle distribution for water molecules confined within graphene sheets, for the three 

confining lengths defined in Fig. 1. The tilt angle is defined with respect to the direction perpendicular 

to the surface. See inset for the definition of the tilt angle. 

 

 

Figure 3. The left panel shows the oxygen (red isosurface) and deuterium (blue isosurface) spatial 

distribution function (SDF) of water molecules confined within graphene sheets at a distance of 14.41 Å 

(see also Fig.1b). These SDFs represent the density distribution of oxygen and deuterium atom positions 

in a layer within 5 Å from the graphene surface. The right panel contains a ball and stick representation 

of the water molecules at the interface for a representative snapshot of our MD trajectories. Red, white 
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and grey spheres represent oxygen, deuterium and carbon atoms, respectively. The restructuring of 

water close to the interface is responsible for the appearance of novel ring structures under confinement. 

In particular, the probability of finding 4-fold and 5-fold rings increases and that of finding 6-fold ones 

decreases, with respect to the bulk. [For a discussion of ring statistics around hydrophobic groups see, 

e.g. Ref. 64]. 

 

 

Figure 4. Comparison of the power spectra of the velocity-velocity autocorrelation function for all the 

confined water samples considered in this work.  The power spectrum of bulk water is also reported for 

comparison. 
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Figure 5. Water dipole rotational autocorrelation function for all the water samples considered here (see 

text), as obtained from first principle MD simulations. The relative dipole rotational autocorrelation 

functions of bulk water are also reported for comparison. Given the statistical error bars of our 

simulations (over ~ 20 ps runs), we can only make the observation that the autocorrelation functions for 

the 2.5 nm separation case is similar to the bulk case, but not exactly establish whether it has already 

reached the bulk value. It is instead clear that the correlation functions for smaller separations are 

decaying faster than in the bulk case (see text). 
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TABLES 

System d (!) N(D2O) t (ps) 

Graphene 10.09 32 25 

Graphene 14.41 54 20 

Graphene 25.02 108 10 

NT (14x0) 11.10 34 20 

NT (19x0) 15.00 54 20 

 

Table 1. For each simulation performed in this work, the confining length (d), the number of D2O 

molecules (N) and the total simulation time t (ps) are given. In the case of graphene d represents the 

distance between the confining sheet, and in the case of nanotubes, it represents the diameter. All 

simulations are Born-Oppenheimer molecular dynamics simulations carried out using Density 

Functional Theory, with the PBE functional. 
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Abstract

We study the proton nuclear magnetic resonance (1H-NMR) of a model system consisting

of liquid water confined in carbon nanotubes (CNT). Chemical shieldings are evaluated from

linear response theory, where the electronic structure is derived from density functional theory

(DFT) with plane-wave basis sets and periodic boundary conditions. The shieldings are sam-

pled from trajectories generated via first-principles molecular dynamics simulations at ambient

conditions, for water confined in (14,0) and (19,0) CNTs with diameters d = 11 Å and 14.9 Å,

respectively. We find that confinement within the CNT leads to a large (∼ −23 ppm) upfield

shift relative to bulk liquid water. This shift is a consequence of strongly anisotropic magnetic

fields induced in the CNT by an applied magnetic field.

†Lawrence Livermore National Laboratory
‡University of California, Davis
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The complex behavior of water in nanoscale cavities, channels, and interfaces is fundamental

to a broad range of phenomena, and can be quite different from bulk phases. In particular, single-

walled carbon nanotubes (CNT) provide a well-defined environment to study confinement effects,1

and serve as a model for more complicated systems, e.g., biological membrane channels. Novel

nanoscale properties of water confined to CNT channels include the experimental observation of

fast water transport2 and ion exclusion,3 demonstrating the potential of CNT-based materials for

advanced nanofluidic applications.

Simulations have been crucial in elucidating the microscopic origins of such unusual phenom-

ena.4 However, simulations are subject to a certain number of assumptions; in particular, approxi-

mations are made in the modeling of interatomic forces. Most theoretical work on confined water

so far have relied on semiempirical model potentials that are fit to reproduce known bulk proper-

ties. As such, the applicability to confined water may be questionable. Strategies where interatomic

forces are evaluated from first principles electronic structure methods instead of model potentials

can provide a more unbiased picture, without input from experiment. At present, such calculations

are expensive, and limited to water confined to narrow (d < 1.5 nm) CNTs for short (≤ 20 ps)

time scales.5 Therefore, progress requires exchange between theory and experiment, and it is es-

sential to relate theoretical models to experimentally accessible observables that can be tested and

validated in the laboratory.

One important class of observables is nuclear magnetic resonance (NMR), whose use in the

structural studies of molecules and proteins is well-established. NMR techniques can resolve the

different resonance frequencies of non-equivalent nuclei, thus providing a detailed, atomic-scale

probe of the local electronic structure. The relaxation of nuclear spins contains information about

rotational and diffusional correlation times, and is sensitive to local ordering (i.e., solid versus liq-

uid). This feature has been exploited to track the onset of freezing in CNT-confined water.6–8 Un-

fortunately, it is difficult to prepare clean, uniform CNT samples for high resolution measurements.

Usually, CNT samples contain a mixture of semiconducting and metallic nanotubes with different

diameters and chiralities. Defects can be present at non-negligible concentrations, depending on
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the preparation conditions. In addition, CNTs are often contaminated with the transition metal

catalysts employed in their synthesis, and the presence of such paramagnetic impurity centers lead

to large inhomogeneous broadenings in NMR spectra.

It is therefore not surprising that there are significant discrepancies among NMR studies of

water in CNTs. The 1H-NMR chemical shift associated with confined water in CNTs has been

reported at values ranging from around +8 ppm downfield to −15 ppm upfield relative to the bulk

water proton resonance.6–9 Given the uncertainty in the experiments, it is important to establish

a theoretical baseline value for the 1H-NMR signature of confined water in well-defined systems.

To this end, we evaluate the 1H-NMR chemical shielding tensors for water in infinite, defect-

free CNTs, with diameters d = 11 Å and 14.9 Å. These diameters are chosen to represent the

range of average diameters reported in the 1H-NMR experiments on CNT-confined water. The

shieldings are compared to the proton shieldings for bulk water under standard conditions, which

is an important test case of our methodology, and serves as a point of reference for the study of

confinement effects. Our results indicate that the interior of the CNTs induces a significant upfield

shift for confined water as compared to bulk liquid water, in qualitative agreement with the most

recent experiments.

Theory and computational details. The application of a uniform magnetic field B0 to atoms

and molecules induces an inhomogeneous electron current density Jind(r). From classical magne-

tostatics, the induced field Bind(r) generated by this current is given by the Biot-Savart law:

Bind(r) =
1
c

∫
dr′ Jind(r′)×

r′ − r
|r′ − r|3

. (1)

We consider the linear response to the external field, so that the induced field can be expressed as

Bind(r) =−σσσ(r) ·B0. (2)

The tensor σσσ(r) characterizes the shielding of B0 by the electrons, and reflects the details of the

local electronic structure. NMR probes σσσ(r) at nuclear positions r = rX; in this case, it is referred
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to as the chemical shielding tensor associated with nuclei X.

For periodic systems, Jind(r), Bind(r), and σσσ(r) are periodic functions of r, and so it is more

convenient to work in their Fourier representations. The G '= 0 Fourier components of Bind(r) are

evaluated from Eq. (1) as

B̃ind(G '= 0) = i
4π
c

G
|G|2

× J̃ind(G), (3)

and substituting into the Fourier transform of Eq. (2) gives the G '= 0 components of the shielding

tensor. The G = 0 component is handled separately, for the evaluation of B̃ind(G = 0) involves

an integration of Bind(r) over the entire volume of the macroscopic sample, which requires the

specification of its shape. A common choice is a spherical sample, so that

B̃ind(G = 0) = 4παχv ·B0, (4)

where α is a diagonal tensor with αxx = αyy = αzz = 2/3, and χv is the magnetic volume suscep-

tibility tensor.10 For a cylindrical sample with the cylinder axis along the z-direction, αxx = αyy =

1/2 and αzz = 1. The G = 0 Fourier component of σσσ(r) is thus

σ̃σσ(G = 0) =−4παχv. (5)

While the accurate quantum chemical evaluation of chemical shielding tensors of small mole-

cules is now considered to be routine, only within this last decade have methods emerged that can

treat the magnetic response of extended systems under 3D periodic boundary conditions. Here, we

evaluate σσσ(r) in the above periodic formulation, using the gauge-included projector augmented

wave (GIPAW) method11 as implemented in the QUANTUM-ESPRESSO12 suite of plane-wave

electronic structure codes. The GIPAW method is based on earlier work by Mauri et al. on the

evaluation of the magnetic susceptibility χv and chemical shielding tensor σσσ(r) within the pseu-

dopotential approximation.10,13 GIPAW goes beyond pseudopotentials to obtain σσσ(r) with an all-

electron, frozen core treatment.
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In short, the GIPAW procedure begins with the zeroth-order electronic wavefunctions {ψ(0)
n }

in the absence of B0. In the present case, we use Kohn-Sham density functional theory (DFT)

with the PBE approximation14 for exchange-correlation, using a plane-wave basis set truncated at

Ec = 70 Ry. For the systems of interest here, increasing this cutoff to Ec = 85 Ry only changes the

shieldings by ∼ 0.01 ppm. The first-order wavefunctions {ψ(1)
n } are then evaluated from the linear

response to the perturbation due to the presence of B0, from which the induced current Jind(r) is

obtained. Finally, the induced field Bind(r) and shielding tensor σσσ(r) are computed according to

Eqs. (1)–(5). Since the focus of this work is on 1H-NMR chemical shieldings, from this point on

σσσ = σσσ(rH) unless otherwise noted.

In a liquid, molecules are tumbling rapidly relative to typical NMR timescales (∼ 10−6 s) and

so one effectively measures an orientationally-averaged, isotropic shielding,

σiso =
1
3

Tr[σσσ ]. (6)

The most immediate quantity from NMR is the chemical shift δ , which is a difference in isotropic

shieldings,

δ = σ ref
iso −σiso, (7)

where σ ref
iso is the shielding at nuclei X in some reference compound, and σiso is the shielding of the

same nuclei X in the compound of interest. A positive (downfield) shift means the nuclei of interest

is less shielded than the reference, while a negative (upfield) shift means the nuclei of interest is

more shielded than the reference. The chemical shielding anisotropy ∆σ is defined as

∆σ = σ11−
1
2

(σ22 +σ33) , (8)

where σ11,σ22,σ33 are the principal values of the irreducible rank 1 tensor σσσ (1) =
(
σσσ +σσσT )

/2,

with σ11 > σ22 > σ33.

Bulk liquid water. We consider bulk liquid water at ambient conditions as the reference state,
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and compute 1H chemical shieldings with a spherical susceptibility correction α = 2/3 [Eq. (4)].

The thermally-averaged isotropic shielding 〈σ liq
iso〉 is evaluated by averaging σiso of each water

molecule over configurations from first-principles molecular dynamics (FPMD). We sample Nc =

15 configurations from an FPMD trajectory generated with classical Born-Oppenheimer dynamics,

for N = 64 water molecules in a cubic box of size a = 12.43 Å. A simulation temperature of

T = 400 K was used to partly mimic proton quantum effects at T = 300 K. Such a temperature

rescaling was previously shown to yield radial distribution functions that are in good agreement

with experiment at T = 300 K.15,16 Statistical errors are estimated by averaging σiso of all protons

in an individual FPMD configuration, and taking the population standard deviation of the set of

configuration averages.

Our results are summarized in Table 1, and compared to previous theoretical bulk water studies

under periodic boundary conditions, and experiment. Among the prior theoretical studies, the

most direct comparison with ours is the work of Pfrommer et al.,17 who use a DFT-based linear

response approach similar to that employed here. However, there are differences in the underlying

details, the most significant being the FPMD simulations used to generate the water configurations.

Ref. 17 averages over Nc = 9 configurations sampled from the Car-Parrinello simulation of Sprik

et al.,18 which was performed for a smaller box of N = 32 water molecules at T = 300 K. There,

a rather large value of µ = 1100 a.u. was chosen for the fictitious electron mass that is needed

in the Car-Parrinello scheme. Despite these differences, our result for 〈σ liq
iso〉 agrees closely with

Ref. 17. While such excellent agreement may be somewhat fortuitous, it is not unreasonable as

the underlying FPMD simulations in both cases give similar results for the overall liquid water

structure.

Sebastiani and Parrinello19 also use a DFT-based linear response approach, but there the mag-

netic perturbation under periodic boundary conditions is handled differently from this work and

Ref. 17. The water configurations are generated by the CPMD simulations of Silvestrelli et al.,21

which should be similar (N = 32, T = 303 K, µ = 900 a.u.) to that used in Ref. 17. Ref. 19 does

not report averaged absolute shieldings, only the gas-to-liquid shift.

6
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Table 1: Thermally-averaged isotropic proton shielding 〈σ liq
iso〉 and shielding anisotropy 〈∆σ liq〉

for bulk liquid water. Ref. 19 reports only the gas-to-liquid chemical shift δ = σgas
iso −〈σ liq

iso〉. All
shieldings are in units of ppm.

〈σ liq
iso〉 δ 〈∆σ liq〉

This work 24.3(3) 26.9(5)
Ref. 17 24.3(1)a 5.8(1)
Ref. 19 5.2(2)
Ref. 20 (expt.) 25.71(2)b 27.4(1)

aConverted to an absolute shielding using the reported value for the reference shielding σgas
iso . Ref. 17 evaluates the

statistical error as the sample standard deviation of all proton shieldings over all configurations.
bRef. 20 derives an absolute shielding using the chemical shift relative to CH4 gas; see reference for details.

While changes in the isotropic shielding σiso are usually taken as qualitative signatures of hy-

drogen bonding, the shielding anisotropy ∆σ is a much more sensitive measure of hydrogen bond

formation and geometry than σiso.22,23 For solids, high-resolution, solid-state NMR techniques

can determine the orientation and principal values of the shielding tensor. These methods are not

directly applicable to the liquid state, where information about the components of the shielding

tensor is averaged out by molecular tumbling. To our knowledge, the only measurement of 〈∆σ liq〉

in liquid water is by Modig et al., who extract 〈∆σ liq〉 from proton spin relaxation rates.20 Average

hydrogen bond distances and angles were subsequently inferred by fitting to a geometrical model

relating the liquid structure to 〈σ liq
iso〉 and 〈∆σ liq〉.23

Here, we evaluate 〈∆σ liq〉 by computing ∆σ for each proton from its instantaneous principal

value, and then averaging the individual ∆σ over configurations. This averaging is done over

the same Nc = 15 configurations used in the evaluation of 〈σ liq
iso〉 above. The result is listed in

Table 1, along with the experimental value from Ref. 20. While the ability of FPMD simulations

to reproduce the correct radial structure in liquid water has been demonstrated, the good agreement

seen between the theoretical and experimental value for 〈∆σ liq〉 confirms the ability of the FPMD

to give the correct angular structure as well.

Water in carbon nanotubes. First-principles calculations for the magnetic response and 13C-

NMR chemical shifts of empty, infinite CNTs have been reported previously.24–27 Here, we eval-

uate 1H-NMR shieldings of water enclosed in semiconducting, zigzag (14,0) and (19,0) CNTs,

7
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whose diameters are d = 11.0 Å and d = 14.9 Å, respectively. In order to isolate the effects of

the nanotube, we begin by considering a single water molecule in a (14,0) CNT. The water/(14,0)

nanotube system is modeled in a tetragonal supercell with lattice parameters a = b = 17.0 Å, and

c = 12.7607 Å, which corresponds to three primitive nanotube unit cells along the c-axis, and 6 Å

of vacuum between nanotubes. The susceptibility corrections to the chemical shieldings [Eq. (4)]

are evaluated as αxx = αyy = 1/2 and αzz = 2/3. This choice was previously shown to yield the

fastest convergence of the 13C-NMR chemical shifts with respect to the inter-tube spacing,26 which

we have also verified here. Integration over the Brillouin zone is done using six k-points spaced

∆k = 0.04924 Å−1 apart. These computational parameters are similar to those in Ref. 26 (except

for the plane-wave basis cutoff Ec, which is necessarily higher here due to the presence of oxygen

atoms), and yield 1H-NMR shieldings that are converged to < 0.5 ppm.

For the calculations of a single water molecule inside a CNT, the water molecule is positioned

with the oxygen at the CNT center, in two different orientations: one O-H bond oriented parallel

to the tube axis, and both O-H bonds perpendicular to the tube axis. Table 2 lists the principal

values for the proton shieldings, along with the isolated molecule values (i.e., no CNT present).

Upon encapsulation in a CNT, the most dramatic change is a δ ∼ −22 ppm upfield shift in σiso,

relative to the isolated molecule. This is quite large, considering that typical proton chemical shifts

in small organic molecules are δ ∼ 0−10 ppm downfield relative to tetramethylsilane (TMS). The

change in σiso upon encapsulation is at least an order of magnitude larger than changes due to

intramolecular distortions, or the relative position of the molecule within the CNT. On the other

hand, ∆σ is sensitive to the orientation of the water relative to the tube axis. Inside the CNT, the

largest decrease in ∆σ (∼ −9 ppm) occurs when the O-H bond is parallel to the tube axis, while

the largest increase (∼ 12 ppm) occurs when the O-H bond is perpendicular to the tube axis.

Similar behavior is also seen in the calculations of Besley and Noble for the proton chemical

shifts of a variety of small molecules in CNTs. In general, they find upfield shifts relative to the

isolated molecules, on the order of−13 ppm to−26 ppm for the zigzag CNTs.28 However, we note

that Ref. 28 examines finite, hydrogen-capped CNTs using molecular quantum chemical methods

8
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Table 2: Principal values σ11, σ22, and σ33 of the proton shielding tensor, isotropic shielding σiso,
and shielding anisotropy ∆σ for the water molecule. The three sets of values correspond to: no
CNT present, one O-H bond parallel to the tube axis (H‖), and both O-H bonds perpendicular to
the tube axis (H⊥). All shieldings are in units of ppm.

σ11 σ22 σ33 σiso ∆σ
No CNT:
H 41.43 25.56 23.41 30.13 16.95

Parallel:
H‖ 57.84 54.46 46.27 52.86 7.48
H 70.82 54.32 33.33 52.82 27.00

Perpendicular:
H⊥ 72.62 56.45 29.43 52.83 29.68

with localized, Gaussian basis sets (gauge-including atomic orbitals method), while we consider

here an infinite CNT with plane-wave basis sets. Zurek et al.24 have made a direct comparison

between 13C-NMR shifts in capped and infinite CNTs, and found very slow convergence of the

capped CNTs with respect to tube length; this is consistent with our own observations of finite-size

effects on 1H-NMR shifts in CNTs.

We see similar behavior in the thermally-averaged isotropic proton shielding 〈σ liq
iso〉 for liquid-

filled (14,0) and (19,0) CNTs. The (14,0) CNT contains 34 water molecules in a tetragonal su-

percell similar to the one used for the single water molecule calculations above, except with a

longer length c = 25.52 Å. This corresponds to six primitive nanotube unit cells along the c-axis.

The averaged isotropic shielding 〈σ liq
iso〉 and shielding anisotropy 〈∆σ liq〉 are evaluated by sampling

Nc = 12 configurations from the FPMD simulation of Cicero et al.5 As with bulk water, the FPMD

simulations were run at T = 400 K. The liquid-filled (19,0) CNT is modeled similarly, except it

contains 54 water molecules in a supercell with length c = 17.06 Å, corresponding to four primitive

nanotube unit cells along the c-axis.

The results are summarized in Table 3. Like the single encapsulated molecule, the most notice-

able effect in the confined liquid is the large upfield shift in 〈σ liq
iso〉 relative to free bulk water. The

difference in the averaged proton shielding between the 11 Å and 14.9 Å tubes is∼ 1.5 ppm, which

is an order of magnitude smaller than the dominant effect of encapsulation within the CNT. The

9
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Table 3: Thermally-averaged proton shielding 〈σ liq
iso〉 and shielding anisotropy 〈∆σ liq〉 for liquid

water in a (14,0) and (19,0) CNT with diameter d. The shift δ is referenced relative to the computed
bulk water isotropic shielding of 24.3(3) ppm (Table 1). All shieldings are in units of ppm.

d 〈σ liq
iso〉 〈∆σ liq〉 δ

(14,0) 11.0 Å 48.5(4) 25.3(5) −24.2(5)
(19,0) 14.9 Å 47.1(8) 25.3(7) −22.8(9)

shift due to encapsulation is also is much larger than changes expected from reasonable variations

in the liquid structure or computational parameters in the DFT linear response methodology. On

the other hand, the confined liquid 〈∆σ liq〉 is similar to that of free bulk water. Given the above

observations for single molecules, 〈∆σ liq〉 is sensitive to both hydrogen bonding in the liquid, and

the orientation of individual water molecules relative to the CNT axis. The computed shieldings

for water in the (14,0) and (19,0) tubes are very similar, and more statistical sampling would be

required in order to clearly resolve any differences.

Figure 1 shows the shieldings of individual protons as a function of radial distance r from the

center of the (14,0) and (19,0) CNTs. The corresponding radial hydrogen density distributions

from Ref. 5 are also shown. The spread in proton shieldings is generally quite large, which reflects

the sensitivity of the proton shieldings to the local hydrogen bond environment. A similar effect

was also seen in the bulk water studies of Refs. 19 and 23. Nevertheless, one clear feature is

evident: in both the (14,0) and (19,0) CNTs, the distribution of σiso for protons closest to the

CNT wall exhibits a significant narrowing and shift to higher values, while the distribution of ∆σ

narrows and shifts to lower values.

As previously described in Ref. 5, the CNT-confined water has an interfacial layer that peaks at

about 3.5 Å from the CNT wall. The water molecules in this interfacial layer are mostly arranged to

form hydrogen bonds parallel to the CNT wall. The small shoulder seen in this first density peak

is due to a slight preference for molecules to orient with a non-hydrogen-bonded O-H pointing

out towards the CNT wall. By comparison with the radial densities, the qualitative changes in

the shieldings at the interface correlate with these non-hydrogen-bonded O-H, which are shifted

upfield relative to the other hydrogen-bonded protons. The main difference in the confined liquid

10
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Figure 1: (color on-line) Upper panels: Isotropic shielding σiso (blue) and shielding anisotropy ∆σ
(red) for individual water protons in a (14,0) CNT (left) and (19,0) CNT (right), as a function of
distance r from the nanotube center. Lower panels: Corresponding proton densities, adapted from
Ref. 5. The (14,0) CNT radius is 5.5 Å, and the (19,0) CNT radius is 7.45 Å.
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structure for the (14,0) and (19,0) CNTs is that the smaller (14,0) CNT essentially contains just

interfacial water with very little liquid in the center of the nanotube, while the (19,0) CNT is large

enough to hold both an interfacial layer and a bulk-like fluid in the interior.

In order to determine if this strongly diamagnetic environment is restricted to the interior of

the CNT, we have also examined the effect on water molecules outside a nanotube. In an actual

sample, nanotubes typically aggregate in bundles, creating interstitial regions that molecules could

potentially occupy. This is modeled as a hexagonal array of CNTs with a single water molecule

in the hollow sites. The interstital water is oriented with one O-H bond parallel to the CNT, and

the second O-H pointing towards the region between two adjacent CNTs. We did not attempt to

optimize atom positions, as the aim here is to qualitatively probe the proton shielding in these

regions. Brillouin zone sampling is done using a 4× 4 k-point mesh along the lateral directions,

and the sampling along the c-axis is the same as the isolated nanotube calculations above. A

cylindrical susceptibility correction [Eq. (4)] of αxx = αyy = 1/2 and αzz = 1 is used. We find a

downfield proton shift of δ ∼ 1.7 ppm and δ ∼ 0.5 ppm relative to the isolated water molecule,

with the smaller shift due to the proton on the parallel O-H bond. While the direction of the shift

is opposite to that of water inside the CNT, the magnitude is not nearly as dramatic.

It is unlikely that the large effects of the CNT on the confined water shieldings are due to chem-

ical bonding interactions, as the water is positioned too far from the carbon atoms in the cases dis-

cussed above. Instead, these effects can be understood as originating from induced currents on the

CNT. This is analogous to the textbook example of ring currents in benzene and other π-conjugated

molecules, which generate a strongly anisotropic induced field that causes large chemical shifts in

nearby protons. In CNTs, the application of an external magnetic field along the tube axis gen-

erates extended currents encircling the circumference of the nanotube, whose topology creates a

strongly diamagnetic environment inside the nanotube.27 Here, we have quantified these effects on

the proton isotropic shift, and demonstrated the sensitivity of the shielding tensor components to

the orientation of the encapsulated water molecules.

There is a large spread in the experimental values for the isotropic proton shifts of water con-
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fined in CNTs, which is likely to be due to different CNT preparation procedures, as well as the

precise details of how the measurements are carried out. The early experiments of Ghosh et al.6

report a confined water resonance at 13.8 ppm and free bulk water at 4.6 ppm, implying that con-

finement in CNTs results in a +9.2 ppm downfield shift relative to bulk water. Sekhaneh et al.7

and Chen et al.9 subsequently employed magic angle spinning techniques to improve the spectral

resolution; both studies found the confined water resonance to be shifted upfield relative to their

reported resonances for free bulk water, by −3.3 ppm7 and −4.4 ppm,9 respectively. Matsuda et

al.8 report a larger ∼−15 ppm upfield shift for the confined water relative to free bulk water.

The theoretical calculations here for the liquid-filled CNTs find large upfield shifts relative to

bulk water, that are around −8 ppm to −9 ppm farther upfield than the results of Matsuda et al.8 In

general however, one must be careful in making a direct comparison between our ideal, defect-free,

single CNT model with experiments, as the process of opening the CNTs will certainly introduce

defects that can potentially obscure the experimental data. We have repeated the single encapsu-

lated water molecule studies above, using instead a CNT with a single Stone-Wales defect,29 but

the differences were minor compared to the large proton shifts induced by the defect-free CNT.

However, this may or may not be representative of the types of defects formed during sample

preparation, and a thorough survey of possible defects is beyond the scope of this work. We note

that a recent experimental study using a gentler procedure to remove end caps report a 1H-NMR

spectra for ethane gas in CNTs. A broad resonance for confined ethane is observed, whose peak is

shifted by > 50 ppm upfield relative to the free ethane resonance.30

In summary, we have evaluated the magnetic response and 1H-NMR chemical shieldings of

water confined in ideal, infinite CNTs. The calculations are done using a DFT-based linear re-

sponse theory with plane-wave basis sets and periodic boundary conditions. The confined water

resonance is shifted upfield relative to free, bulk water. This is consistent with previous theoretical

work on empty CNTs, which find a strongly diamagnetic environment in the interior, as well as

with the more recent experiments reported to date. For the liquid-filled CNT, we find the magni-

tude of the confined water shift to be ∼−23 ppm upfield relative to free bulk water, which is still

13
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large compared to the range of −3.3 ppm to −15 ppm seen in experiments so far. However, the

large spread in the experimental values suggest that the actual shift is probably very sensitive to

details involved in sample preparation. A more detailed examination of the proton shieldings for

the confined liquid reveals a component associated with non-hydrogen-bonded O-H groups at the

immediate interface between the liquid and the CNT wall, and a component due to the bulk-like

interior.
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We have computed infrared (IR) spectra of heavy water (D2O) confined between graphene and
deuterium-terminated (D-terminated) diamond(111) surfaces using first principles molecular dynam-
ics simulations. The analysis of these spectra reveal clear signatures of electronic charge fluctuations
at the interfaces, occurring even in the case of highly hydrophobic substrates. Our results point
at a complex electro–dynamical interaction of liquid water and the surfaces, and highlight the key
role played by the surface electronic structure in determining interfacial interactions. The computed
spectra also exhibit blue shifts of stretching modes under confinement, and red shifts of the hindered
translational modes, that arise mostly from the modified hydrogen bonded network at the interface.

PACS numbers:

Understanding the behavior of water in confined me-
dia has profound implications in vastly different areas of
science, ranging from nanofluidics [1, 2], enzyme catal-
ysis [3, 4] and biosensors [5, 6] to geological sciences [7].
Unfortunately, the experimental characterization of the
fluid under confinement is very challenging and many of
the available experimental data are the subject of debate.
In particular, the interpretation of vibrational, X-Ray or
other spectroscopic measurements [8, 9] revealing new
liquid phases of water at the nanoscale remains contro-
versial.

Recently a first–principles computational study of the
structural properties of water confined between graphite
and carbon nanotubes has been performed [10], where
it was found that the perturbation on the water hydro-
gen bonded network induced by the confining surfaces
is spatially localized within a thin (∼0.5 nm) interfacial
layer, with enhanced lateral diffusion of the fluid at the
interface. However, a fundamental question that remains
open is the identification of a set of observables allow-
ing for a straightforward comparison between simulations
and existing and future measurements, thus providing a
robust probe of the fluid under confinement.

Here we present a series of ab-initio calculations of in-
frared (IR) spectra of water confined between graphene
and deuterated diamond surfaces, and we show that IR
spectroscopy can reveal key physical features of the fluid
at the interface with confining media. In particular, the
analysis of IR spectra provides clear signatures of elec-
tronic charge fluctuations occurring at interfaces, even
in the case of highly hydrophobic substrates, highlight-
ing the important role played by the surface electronic
structure in determining interfacial properties. This is
a general result, with important implications for the be-
havior of water at different interfaces, encompassing, e.g.
biological environments and inorganic materials. In ad-
dition our findings provide a clear interpretation of re-
cent IR spectra measured for water in carbon nanotubes
(CNT) [8].

We employed a parameter free, first–principles ap-
proach based on density functional theory (DFT) [11, 12].
We computed the IR spectra of heavy water (D2O) con-
fined between (a) graphene and (b) D-terminated di-
amond (111) surfaces using a modified Car-Parrinello
(CP) [13, 14] scheme, as implemented in the Quantum
ESPRESSO package [15], in which maximally localized
Wannier functions (MLWFs) [16], in place of delocal-
ized Bloch orbitals, are propagated “on-the-fly”. ML-
WFs provide a convenient local picture of polarization
by allowing one to assign molecular dipole moments to
individual molecules and the confining surface. This en-
ables one to devise dynamical correlation functions and
isolate the actual IR contributions arising from specific
modes and/or specific atomic species. As in Refs. [17, 18]
we defined the dipole moment of a water molecule µi as:
µi = 6RO + RD1 + RD2 − 2

∑
l=1,4 RWl where RD1 and

RD2 are the co–ordinates of the two deuterium atoms,
RO is the position of the oxygen atom and RWl , l = 1, 4
are the centers of the four (doubly occupied) MLWFs
associated to molecule i. The total polarization is then
given as the sum of the individual dipole moments and
the dipole moment of the surface.

The IR absorption coefficient per unit path length of
a sample of volume V is given by [19, 20]:

α(ω) ∝ ω2β

n(ω)V

∫ ∞

−∞
dt e−iωt〈

∑

ij

µi(t) · µj(0) 〉, (1)

where n(ω) is the refractive index and β = kBT−1 is the
inverse temperature.

We first present the IR spectra of water confined by
graphene sheets (composed of 60 C atoms), starting from
the case with smallest confinement distance, i.e. 32 D2O
with 19.07 a.u. confinement length. We then discuss the
effect of confinement on the observed properties as the
separation between surfaces is increased. Finally, we dis-
cuss water confined by D-terminated diamond(111) sur-
faces (96 C atoms) and comment on similarities and dif-
ferences with respect to the graphene case.
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In order to identify spectral features possibly arising
from “confinement” effects and to distinguish them from
those due to “surface effects”, (i.e., due to the mere in-
teraction of the water molecules with the surface) we per-
formed several molecular dynamics MD simulations with
varying confinement distances. We considered three sys-
tems containing 32, 54 and 108 D2O molecules confined
within graphene sheets with separations of 19.07, 27.23
and 47.28 a.u., respectively. The simulations were per-
formed in the microcanonical ensemble at a temperature
of ∼350 K [10, 22]. As described in Ref. [10], in order
to prepare an initial configuration for our MD simula-
tions, we performed several classical MD runs using the
GROMACS [21] package, and chose the one that resulted
in an average pressure close to 1 atm. We also verified
that water remains diffusive during the time–scale of the
simulation [23, 24]. The characterization of the struc-
tural properties for these systems have been described
elsewhere [10].

FIG. 1: Computed IR spectrum of 32 D2O molecules in
graphene with a confinement distance of 19.07 a.u. The
solid line represents the full spectrum (D2O plus surface) and
the dashed line represents the contribution from the water
molecules. The insets show (A) the O–D stretch power spec-
trum and (B) the in–plane and out–of–plane IR spectra of the
graphene surface (see text). The peaks at higher frequency in
the full spectrum are likely overtones of the ∼2500 cm−1 O-D
stretch and the ∼200 cm−1 hindered translational mode. See
e.g., Ref. [18].

In Fig. 1, we report the computed IR spectrum of 32
water molecules in graphene at a confinement of 19.07
a.u. The solid line represents the full spectrum (surface
plus D2O), while the dashed line shows the contribution
from the water molecules. This has been evaluated by
restricting the sum in Eq. 1 to the molecules only, when
computing the dipole-dipole correlation function. We fo-
cus on the high frequency modes, which are related to

the O-D bond stretching. While the full spectrum ex-
hibits a peak at ∼2500 cm−1, the water one does not,
although such a feature is present in the power spectrum
of the O-D stretch (see inset A). This indicates that the
IR activity of some of the O-D stretching modes is neg-
ligible. Inspection of atomic trajectories identifies these
modes as pertaining to vibrations of O-D bonds not en-
gaged in hydrogen bonding (HB), due to the presence
of the surface. The lack of IR activity is surprising, as
stretching modes of asymmetric-top molecules such as
water result in a change of the molecular dipole moment
(see e.g., [25, 26]) and thus are expected to be IR ac-
tive. In the case of interfacial water molecules, the IR
activity of O-D bonds not engaged in HB is made negli-
gible by electro-dynamical interactions between the water
molecules and the surface, in particular by the overlap of
the highly polarizable p-electrons of graphene with the
water molecules. Therefore the IR activity of interfa-
cial molecules is much decreased with respect to that ex-
pected from molecules with ‘free‘ O-D bonds, i.e. bonds
not engaged in the hydrogen bonded network. The in-
tricate interactions of the electrons of graphene with the
water molecules are also apparent when comparing the IR
and power spectra of the surface (not shown). The latter
shows no high frequency modes (above ∼ 1600 cm−1),
while the IR spectrum does, as shown by the inset (B)
of Fig. 1, where we plot the in-plane and out-of-plane
IR spectra of the confining graphene sheet. The in-plane
spectrum contains only a single mode (corresponding to
the C-C stretch of the graphene layer); the out-of-plane
spectrum contains instead a prominent peak at ∼2500
cm−1, and it correlates well with all the features observed
in the water spectrum. These high frequency peaks of the
graphene spectrum are not related to ionic vibrations but
to charge fluctuations induced by the interaction with
water. This complex interaction also manifests itself in
the dipole density profile (Fig. 4 inset D), which displays
a peculiar peak at the interface, indicating a preferential
orientation of the water dipoles at the interface. This
electro-dynamical interaction depends critically on the
chemical nature of the confining surface, as it will be
shown below.

Fig. 2 reports the D2O contribution to the IR spec-
tra of the three D2O systems confined in graphene. Also
shown in the inset is the IR spectrum of bulk water (thick
line) along with that of 108 D2O (thin line) with a con-
finement distance of 47.28 a.u. The high frequency re-
gion of the spectrum shows a systematic blue shift as
the confinement distance is decreased, since the fraction
of molecules close to the surface (i.e. the fraction of
molecules with broken H-bonds) increases, thus result-
ing in an increased O-D stretching frequency (the com-
puted frequency of the free O-D stretch in the isolated
monomer is 2706 cm−1). Furthermore, the far IR region
of the spectrum shows a systematic red shift with increas-
ing confinement. These low frequency modes arise from
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FIG. 2: The IR spectra of water at different confinements of
19.07 (black line), 27.23 (red line) and 47.28 (green line) a.u.
respectively. The numbers in the legend correspond to the
number of water molecules in the simulation. The arrows in-
dicate blue (red) shift in the near(far) IR region of the spec-
trum with increasing confinement. The inset shows a com-
parison of the bulk water IR spectrum (thick line) with the
simulation with the largest confinement distance (108 D2O)
(thin line). The arrow in the inset indicates the presence of
high frequency O–D stretching modes in the 108 D2O system,
indicating more broken H–bonds with respect to the bulk.

hindered translational modes in water[18] and reflect the
complex dynamics of the liquid H-bonds. The observed
red-shift is again consistent with an increase in the frac-
tion of interfacial molecules, as the confinement distance
is increased. It is noteworthy that the spectrum of 108
D2O is virtually indistinguishable from that of the bulk,
(see inset) but for a weak feature in the near IR (indi-
cated by an arrow); this feature reflects the presence of a
larger number of broken H-bonds than in the bulk liquid,
due to the presence of the surface.

We note that the features observed here in the IR spec-
trum of water confined between graphene surfaces have
been reported also in experimental spectra detected for
the fluid within CNT, where they have been interpreted
as arising from a new phase present only under confine-
ment [8]. We have shown here that such features arise
instead due to subtle but important electronic effects oc-
curring at the interface.

We now turn to the discussion of water confined by
a surface that is qualitatively different from graphene,
in that it has no diffuse p–orbitals. We considered
a deuterium-terminated diamond (111) surface with 54
D2O molecules and a confinement distance of 37.24 a.u.
In this simulation, the temperature of the system was
∼390 K. Since in this case the surface layer has a closed
shell electronic configuration, we expect negligible charge

fluctuations in this system, associated to the “free” O-D
stretching mode. Indeed, as Fig. 3 shows, the ∼2500
cm−1 peak is present both in the full IR spectrum (full
line) and in that of the confined water molecules (dashed
line). The insets show (A) the IR spectrum of the surface
and (B) the O-D stretch power spectrum of the confined
molecules, respectively.

FIG. 3: Computed IR spectrum of 54 D2O molecules confined
by D-terminated diamond(111) surface. The solid line shows
the full spectrum (surface plus water) and the dashed line
represents the contributions from the water molecules. The
insets show (A) the IR spectrum of the surface, (B) the O-
D stretch power spectrum, (C) the “kinematic” C-D stretch
power spectrum and (D) the “dynamical” C-D stretch power
spectrum (see text).

However, in spite of having a closed shell structure, the
IR spectrum of the surface has a small albeit finite in-
tensity at ∼2500 cm−1. The reason is that the electronic
charge density of the surface layer does not follow rigidly
the nuclear framework; even in a closed shell configura-
tion characteristic of hydrophobic systems, the surface
electronic structure is extremely sensitive to the environ-
ment. This is evident from the comparison of the spectra
shown in insets (D) and (C) of Fig. 3. The former shows
the “dynamical” power spectrum of the C-D stretching
mode. Here we define the dipole moment associated to
the C-D bond in terms of the nuclear co–ordinates of the
C and D atoms and the Wannier function associated to
the bond as µCD = RC + RD − 2RWCD . Inset (C) shows
the“ kinematic” power spectrum of the C-D stretch which
we compute by simply taking the Fourier transform of
the C-D bond length autocorrelation function. While
the kinematic spectrum shows no modes at ∼2500 cm−1,
the dynamical spectrum (inset (D)) does. This reflects
the sensitivity of the surface electronic charge density to
its environment.
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FIG. 4: (A). The electronic density profile for the 54 D2O
molecules in D-terminated diamond(111) surface showing a
depletion of charge at the interface. The position of the sur-
face D atoms is indicated by vertical lines. (B). the mass den-
sity profile for water confined in D-terminated diamond(111)
surface at two different values of the density different by 10%.
The sharp increase in the density at the interface is only
weakly dependent on the density. (C). The dipole distribu-
tion of the water molecules normal to the surface for 54 D2O
in D-terminated diamond(111) surface. (D). The dipole dis-
tribution of the water molecules normal to the surface for 32
D2O in graphene surface.

Further characterization of water confined in D-
terminated diamond is shown in Fig. 4 which reports
(A) the electronic charge density distribution, (B) the
mass density distribution for two simulations performed
at two densities different by 10%, (C) the dipole moment
distribution for the 54 D2O molecules confined in D-
terminated diamond (111) surface and (D) the dipole mo-
ment distribution for the 32 D2O molecules confined in
the graphene surface, for comparison. The two dipole dis-
tributions (C) and (D) are qualitatively different, reflect-
ing the different nature of the two surfaces. In the case
of graphene, the average dipole moment per molecule
shows a sharp increase when the molecule is very close
to the surface. As mentioned before, this is due to the
interaction between the “free” O–D bond of water and
the p–electrons of the graphine. On average, the water
molecules at the interface arrange in such a way that
the D atoms lie above the underlying C atoms of the
surface, while the O atoms occupy positions above the
center of the underlying hexagons [10]. In the case of
deuterated diamond, the situation is qualitatively differ-
ent. The molecules exhibit no particular spatial prefer-
ence, and the dipole of the molecules near the surface is
not enhanced, but decreases to a value lower than that
in the bulk, and lower than that found in the case of
graphene confinement.

In summary, we have presented a study of the vibra-

tional properties of water confined between graphene and
hydrophobic, deuterated diamond surfaces, carried out
using ab-initio calculations. A detailed analysis of the
IR spectra showed the complex electronic nature of the
interactions between the surface and the water molecules,
present even in the case of closed shells, hydrophobic sub-
strates. These findings also provide an alternative expla-
nation of IR spectra recently detected for water in CNTs,
that were interpreted as showing new phases of the liq-
uid under confinement. We have proposed here that the
detected effects arise instead from electro-dynamical cou-
pling occurring at the interface. Finally, our results show
that IR spectroscopy, in conjunction with ab-initio calcu-
lations, can be a very powerful tool to probe water under
confinement, in several different environments.

Part of this work was performed under the auspices
of the U.S. Department of Energy by Lawrence Liv-
ermore National Laboratory under Contract DE-AC52-
07NA27344.
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Abstract. The importance of water in many areas of science has motivated an enormous 
number of experimental and theoretical investigations. In this paper, we review several recent 
examples where first-principles molecular dynamics simulations coupled with large scale 
computing has enabled important insight into the unique properties of water in a variety of 
systems, including pure liquid water, the solvation of ions and hydrophobic solutes and 
nanoscale confined systems such as water inside carbon nanotubes. 

1.  Introduction 

Advances in both experimental techniques and theoretical methods have resulted in the discovery of a 
wide range of fascinating new properties of materials. However, in many instances, experimental 
measurements and simple models are insufficient for a complete understanding of the emerging new 
phenomena at a microscopic level. In such cases, the combination of first-principles molecular 
dynamics (FPMD) with large-scale computations have proven to be extremely useful for resolving 
experimental ambiguities and for predicting the properties of materials where measurements do not yet 
exist. 

One particular area where FPMD simulations have proven to be particularly useful is in examining 
the properties of liquid water and its interaction with a various solutes. These simulations, which treat 
electronic degrees of freedom quantum mechanically within density functional theory (DFT) and ionic 
motion classically, have allowed for important insights into the properties of aqueous solutions under a 
variety of thermodynamic conditions. Quantum simulation techniques combined with significant 
increases in available computer power have pushed the computational simulation of water to an 
exciting stage. Simulations can now be used both to make genuine predictions directly comparable 
with experiment as well as to establish the accuracy of newly developed classical potentials, which are 
critical for accessing much longer time scales and much larger systems. 

In the following, we briefly review our recent use of FPMD to examine the properties of water in a 
number of different systems, including simulations of pure liquid water, the solvation of hydrophilic 
and hydrophobic solutes in water, and water confined to a nanoscale environment. 

2.  First-Principles Molecular Dynamics 

Molecular dynamics has been used for decades to investigate dynamical properties of molecules, 
solids, and liquids by numerical simulations. In the standard approach, which is usually referred to as 
classical molecular dynamics, one must provide in advance a model potential for determining the 
interatomic interactions. In contrast, FPMD-based approaches do not require any empirical or fitted 
interatomic potentials as input because the interactions between atoms are computed directly from the 



 
 
 
 
 

electronic structure of the system “on-the-fly” at 
every time step in the simulation. In particular, the 
underlying methods that are used are based on finding 
numerical solutions to the fundamental laws of 
quantum mechanics in an approximate, yet non-
empirical manner. These methods have a distinct 
advantage over semiempirical or classical simulation 
approaches in that they can provide a quantitatively 
accurate description of chemically active species in 
realistic environment. 

The typical FPMD simulation approach is based 
on the use of a planewave/pseudopotential 
implementation of density functional theory to 
describe the electronic structure, and with the MD 
carried out with either a Car-Parrinello (CP) approach 
[1], where the electronic and ionic degrees of freedom 
are coupled by a Lagrangian, or the Born-
Oppenheimer (BO) approach, where the electronic 
wave functions are fully relaxed to the ground state at 
each time step. In either case, the main computational 
step is centered on solving the Kohn-Sham equations 
[2], which involves heavy use of numerical linear 
algebra methods and three-dimensional Fourier 
transforms. We refer the interested reader to Ref. [3] for a recent discussion of the challenges involved 
in massively parallel implementations of FPMD within the context of the Qbox code [4]. 

Although first-principles techniques offer distinct advantages over empirical models in terms of 
accuracy and predictive power, the methods are quite computationally expensive and often require 
significant computational resources just to simulate a moderate sized system for short periods of time. 
In the standard implementation, the cost of simulations involving N atoms grows as N3, which quickly 
limits the size of systems that can be treated with a reasonable computational cost. For instance, we 
recently performed a series of first-principles molecular dynamics simulations of a water-filled carbon 
nanotube involving over 1,600 valence electrons. For this rather large system, a 20 ps long trajectory 
(1 ps = 10-12 s) required approximately 1.2M CPU hours on the Thunder computing platform [5]. 

3.  First-Principles Simulations of Liquid Water 

In order to better understand the level of accuracy that can be achieved with DFT-based techniques for 
the calculation of the properties of liquid water it is helpful to examine the importance of the various 
approximations that are needed to carry out the simulations. To this end, we have performed a series 
of long-time scale simulations of water where a number of approximations were tested by varying the 
density functional employed, the fictitious electron mass used in the CP approach, the system size and 
the use of CP versus BO approaches. 

Our simulations showed that there are negligible differences in the structural properties of the room 
temperature liquid obtained using different density functionals such as PBE [6] and BLYP [7]; size 
effects, although not fully negligible when using 32-molecule cells, were found to be rather small.  We 
also found that as long an appropriate fictitious mass parameter is used in the CP approach, results 
consistent with BO simulations can be readily achieved. 

Overall, we have found that in well-converged DFT simulations of water under ambient conditions, 
the liquid exhibits significant over-structure and slow diffusion as compared to experimental 
measurements. Very similar results have been reported by a number of different research groups [8]. A 
significant fraction of this observed over-structure and slow diffusion is due to the neglect of proton 
quantum motion in the simulations, which can be effectively accounted for by performing simulations 

 

Fig. 1. Oxygen-oxygen radial distribution 
functions obtained from FPMD 

simulations of water as a function of 
temperature in comparison to 

experimental measurements under 
ambient conditions [12]. 



 
 
 
 
 

at elevated temperatures. We note that 
approximately accounting for quantum effects via 
temperature rescaling is a technique that has been 
used in a variety of materials other than water [9]. 
This effect is illustrated in Figure 1, which shows 
the oxygen-oxygen radial distribution function 
obtained from FPMD simulations of liquid water at 
different temperatures in comparison with 
experimental measurements at ambient conditions. 
Work is currently underway to directly account the 
quantum proton motion in our simulations with 
Feynman path integral sampling techniques [10]. 
Additional details of these findings can be found in 
Refs. [11,12]. 

4.  The Rigid Water Approximation 

Even with the development of sophisticated codes 
implemented on massively parallel computers, 
accurate and well-converged FPMD simulations of 
water have remained particularly challenging. One 
of the specific problems encountered in simulations 
of water is due to the presence of the high-frequency intramolecular modes, i.e. the O-H stretch (3200 
to 3600 cm-1) and H-O-H bending modes (~1600 cm-1) of water. This is particularly relevant in CP 
simulations, where one must use a relatively small fictitious mass parameter in order to avoid a direct 
overlap of ionic and electronic degrees of freedom, which would otherwise lead to severe inaccuracies 
in the simulation. The use of small values of the fictitious mass necessitates the use of small MD time 
steps to ensure an accurate integration of the equations of motion. As a consequence, a typical FPMD 
time step with the CP approach can be less than 0.1 fs, which is at least ten times smaller than what is 
often used in classical MD simulations of water with empirical interatomic potentials. This poses a 
severe restriction on the time scales that can be accessed in CP simulations of water.  

We note that when using BO dynamics (where the total energy of the system is minimized at each 
ionic step), it is possible to safely use larger time steps than in CP simulations, because electronic 
degrees of freedom are not propagated at the same time as ionic coordinates. However, the accuracy 
required to reduce systematic errors on the ionic forces so as to have conservative dynamics is such 
that large number of iterations are usually necessary to minimize the Kohn-Sham energy at each ionic 
step. Therefore, the gain in efficiency obtained with a larger time step is more than counter-balanced 
by the increased computational time requirement for total energy minimizations. 

With the aim of investigating how to increase the integration time step in CP simulations of water 
and thus access longer time scales, we have carried out calculations using a rigid water approximation. 
By completely removing the high frequency vibrations and bending modes, the rigid water model 
allows for much larger values of the fictitious mass, as well as time steps in the CP method. As shown 
in Figure 2, the use of the rigid water approximation leads to a decrease in the liquid structure as 
compared to the FPMD simulations of flexible water, which brings the rigid water results into better 
agreement with experiment. Our results indicate that at least some of the improved agreement is 
related to the fact that the rigid water model can be considered to be a better representation when the 
quantum motion of the protons is taken into account. Additional details of these simulations can be 
found in Ref. [13]. 

5.  Hydrophilic Solvation of Ions 

The aqueous solvation of ions is encountered in a wide range of biological and chemical systems. In 
particular, the manner in which water solvates alkali cations is relevant to problems such as the 

 

Fig. 2. The oxygen-oxygen radial 
distribution function from a FPMD 

simulation of rigid water in comparison 
with experiment [13]. 



 
 
 
 
 

mechanism of enzymatic catalysis and the structural 
stability of DNA and RNA. In order to investigate 
the hydration structure of ions, a variety of 
experimental techniques can be used. For example, 
X-ray and neutron diffraction methods have proved 
to be valuable tools for determining the static 
structure factors of waters solvating a given ion. 
However, experimental measurements often yield 
an incomplete description of ionic solvation, due to, 
e.g., the lack of suitable isotope substitutions in 
neutron diffraction experiments, or difficulties in 
separating the atomic correlations of different 
species in diffraction data. In many cases, molecular 
dynamics simulations have emerged as a successful 
complement to experimental measurements and 
have led to a greater understanding of the solvation 
process. 

We have carried out first principles molecular 
dynamics simulations on aqueous solutions of 
sodium [14], magnesium [15] and calcium [16] 
cations. The different cation-water radial 
distribution functions obtained in these simulations are shown in Figure 3. These simulations provide a 
rather detailed view of the ion solvation process, and can be used to directly interrogate how the 
properties of the water molecules are altered due to the presence of the ions. On of the more obvious 
differences between the different cations is that in the case of sodium, the first minimum in gNa-O(r) at 
approximately 3.5 Å is large. This suggests that the first solvation shell around sodium is rather floppy 
and that the water molecules move rapidly between the first and second solvation shells. In fact, 
during the rather short timescale of the simulations, numerous exchange events can be observed. 

In the case of magnesium and calcium, the height of the first minimum is much smaller, which 
indicates that the first solvation shell around these ions is more structured than what is found around 
sodium. In general, the first solvation shells around magnesium and calcium consist of six water 
molecules in an octahedral arrangement. Because the ions are divalent cations, these six water 
molecules tend to be strongly oriented with their oxygen atoms closest to the ion and with their 
hydrogen atoms pointing away. In order to determine if the presence of the ion has a significant effect 
on the electronic structure of the first solvation shell waters, we examined the properties of the first 
solvation shell water molecules with the use of maximally localized Wannier functions [17]. 
Interestingly, what we found is that the first solvation shell waters tend to asymetrically coordinate 
with the ion with just one of the lone pair orbitals located on the oxygen atoms, which leads to 
significant changes in the polarization of the first solvation shell water molecules. This asymmetric 
orientation gives the water molecules a small "tilt" and only small modifications to hydrogen bonding 
in agreement with experimental measurements [18,19,20].  

6.  Hydrophobic Solvation of Small Solutes 

The hydrophobic effect plays a central role in processes spanning numerous scientific and 
technological disciplines, from protein folding to the formation of natural gas hydrates in oil and gas 
pipelines. We have used a combination of classical and FPMD simulations to probe the impact of 
small hydrophobic solutes on the local structure of water [21]. In particular, we have recently carried 
out long time scale FPMD and classical simulations of a benzene molecule in water [22,23]. The 
solvation of benzene represents an interesting test case for molecular simulations because it involves 
two quite different interfaces when it is surrounded by water. The equatorial region around the 

 

Fig. 3. The ion-oxygen radial distribution 
functions from FPMD simulations of Na+ 

(black), Mg2+ (red) and Ca2+ (green) 
solvated in water [14,15,16].  

 



 
 
 
 
 

benzene ring resembles a typical hydrophobic solute, whereas the axial regions near the center of the 
benzene ring can interact with neighboring water molecules by forming weak !-hydrogen bonds.  

In Figure 4, the benzene-oxygen and benzene-hydrogen radial distribution functions around the 
equatorial and axial regions of benzene obtained from an FPMD and a classical MD simulation are 
shown. Both simulation approaches find nearly featureless oxygen and hydrogen distributions near the 
equatorial regions that are peaked at approximately 4.9 Å from the center of the solute. In contrast, the 
distributions around the axial regions exhibit a noticeable amount of structure. In particular, there is a 
benzene-hydrogen peak located at approximately 2.3 Å that comes from a slight tendency to form !-
hydrogen bonds with nearby water molecules. Although this peak is present in both simulations, the 
height of the peak is significantly smaller in the FPMD simulation as compared to the classical MD 
distribution. 

The fact that there are similarities between the classical models and the FPMD simulations for the 
equatorial regions, and significant differences near the axial regions is perhaps not too surprising. In 
the case of small hydrophobic solutes it is known that the hydrogen bond network mostly persists 
around the solute - although in a rearranged form [24]. Because the local hydrogen bonds are not 
broken, the water molecules near the solute see an environment that looks similar to the bulk and as 
such the classical models tend to work well because these models were originally designed to 
reproduce the bulk properties of water. However, in cases such as the axial regions around benzene 
where solute-water interactions become significant, the local environment changes when the water-
water hydrogen bonding is no longer preserved. Simple classical models cannot account for these 
subtle changes in the local environment. We note that a similar breakdown of classical water models 
should be expected to occur around large hydrophobic solutes and surfaces because it is not possible 
to preserve the water-water hydrogen bonding around an extended interface [24]. In the case of 
solvated benzene, the interfacial water molecules in the axial region are weakly bound to the !-
electron system of benzene instead of forming water-water hydrogen bonds, which leads to smaller 
water molecule dipole moments by about 0.15 Debye when compared to the bulk. A similar decrease 
in the dipole moment of the interfacial waters near the equatorial region of the solute does not occur 
because water-water hydrogen bonding persists in this region. 

7.   Water Confined to the Nanoscale 

While the properties of bulk liquid water and simple aqueous solutions have been extensively 
investigated, much less is known about water confined at the nanometer scale, where conventional 

               

Fig. 4. The benzene-oxygen (solid lines) and benzene-hydrogen (dashed lines) radial distribution 
functions collected in a) the equatorial region, and b) the axial region around benzene from FPMD 

(red lines) and classical MD (black lines) simulations. 



 
 
 
 
 

experimental probes (e.g. neutron diffraction and X-ray scattering) are difficult to use and accurate 
simulations become extremely challenging. Equilibrium properties, phase transformations and 
molecular mobility of water have all been observed to change upon confinement, however a thorough 
characterization of these changes is still missing.    

A number of theoretical studies using both molecular dynamics and Monte Carlo techniques have 
been carried out to address some of the issues involved in confined water [25]. However, it should be 
noted that the existing simulations have all been based on empirically derived classical potentials. As 
previously mentioned, because these potentials are usually designed to reproduce the properties of 
bulk water, it is unclear whether they can accurately describe confined states of water that presumably 
involve complex interfacial regions. Furthermore, as we found near the axial region around benzene, 
subtle electronic effects can play an important role in understanding the behavior of both water-water 
and water-solute interactions, which are effects that cannot be captured with simple classical 
potentials. 

We are currently using FPMD simulations to examine how the properties of water change when 
confined to the nanoscale. As illustrated in Figure 5, our simulations have been designed to address 
specific issues such as confinement length scale, dimensionality of the confining media, interface 
effects such as hydrophobic versus hydrophilic surfaces, and the influence of confinement on ion 
solvation processes.  

In the cases of one and two-dimensional confinement by hydrophobic surfaces, our simulations 
indicate that there is a noticeable spatial ordering of the interfacial water molecules and an overall 
enhancement of density oscillations that persist for approximately 5 Å away from the surface. For the 
water molecules closest to the surface, we find a moderate increase in hydrogen bond donors and a 
specific orientational ordering that leads to an enhancement of four-fold hydrogen bonded ring 
structures relative to the bulk liquid water. Overall, our results indicate that the majority of changes 
that occur when water is confined are limited to small regions near the interface and that the liquid 
quickly recovers its bulk-like properties at moderate distances away from the surface. More specific 
details from these simulations can be found in Refs. [26,27]. 

Fig. 5. FPMD simulations of water confined by a) hydroxylated silicon carbide surfaces [26], b) 
graphitic sheets, and c) a (19,0) carbon nanotube [27]. 

 



 
 
 
 
 

8.  Conclusions 

We have reviewed several recent examples of the use of FPMD to examine the properties of water in a 
variety of different systems, including pure liquid water, the solvation of ions and hydrophobic solutes 
and nanoscale confined systems such as water inside carbon nanotubes. In each case, we highlighted 
the advantages of using an FPMD approach over less computationally expensive classical methods, 
especially when dealing with complicated interfacial systems where a high degree of transferability 
and predictive power is required.  
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Abstract

We compare calculations of infrared (IR) spectra of water confined
between non polar surfaces, carried out using ab initio and classical
simulations. Ab-initio results show important differences between IR
spectra and vibrational density of state, unlike classical simulations.
These differences originate from electronic charge fluctuations at the
interface, whose signature is present in IR spectra but not in the density
of states. The implications of our findings for the interpretation of
experimental data are discussed.

1 Introduction

Given the importance of confined water in a variety of scientific fields,1 rang-
ing from biology2–5 to materials science,6–8 many experimental and theoret-
ical studies have been conducted to determine its properties, yet many of
them are still the subject of debate.9–12

Interpreting experimental results on water in confined media has proven
rather difficult in many instances, and firm conclusions based only on ex-
perimental observations are sometimes hard to draw. For this reason it is
desirable to interpret and complement experimental data by using atomistic
simulations. Recently we have undertaken a series of first–principles com-
putational study of the structural properties of water confined between hy-
drophilic silicon carbide surfaces13 and non polar surfaces, including graphene
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sheets, carbon nanotubes14 and deuterated diamond.15 For all cases we
found that the perturbation on the water hydrogen bonded network induced
by the confining surfaces is spatially localized within a thin interfacial layer
((∼0.5 nm in the case of non polar substrates and slightly smaller, about
0.3 nm in the case of SiC). An important question yet to be fully addressed
is the identification of a set of observables allowing for a clear connection
between simulations and existing and future measurements, thus providing
a robust probe of the fluid under confinement.

Here we focus on the vibrational properties of confined water, in par-
ticular its IR spectra. We compare results obtained using ab initio and
classical simulations, and we discuss subtle but important electronic effects
contributing to IR signals. Such effects can be accounted for only within
an ab initio framework, and are responsible for specific features found in
IR spectra. We chose to compare classical and first principles calculations
in the case of graphene, for which well established empirical, interaction
potentials are available in the literature. Our findings provide guidance in
the interpretation of current and future experimental results, and highlight
the importance of considering all contributions determining an IR signal,
including electronic ones, and not only incomplete information contained in
vibrational density of states. The comparison between IR spectra obtained
with ab initio and classical calculations also sheds light on the nature of the
interaction between water molecules and non polar confining surfaces.

The rest of the paper is organized as follows: in the next section the
theoretical framework of our classical and ab initio simulations is outlined,
and the way we obtained IR spectra from equilibrium molecular dynamics
simulations is described. In section 3 we discuss the ab initio results for
water confined between graphene surfaces, and in Sec. 4 we compare them
to the spectra obtained from classical MD simulations. Sec. 5 contains our
conclusions.

2 Method

We carried out molecular dynamics (MD) simulations of water confined
between graphene sheets at distances varying from 1.01 to 2.5 nm, by using
both ab initio simulations15 and classical empirical potentials. In particular,
we used a flexible simple point charge model (SPCF)16 and a polarizable
model.17

When performing computer simulations, the preparation of a solid/liquid
interface within a confined medium is not straightforward. The main diffi-
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culty lies in estimating the number of water molecules required to fill up the
confined space, in the presence of an excluded volume between the surface
and the wetting layer. Such volume is not a priori known and eventually
has to be subtracted from the volume accessible to water molecules, in order
to determine the density of the confined fluid. To compute the number of
water molecules, we determined the initial configuration of the system by
using classical simulations with a SPC/E18 potential in all cases. First a
trial system (with a tentative number of water molecules) was equilibrated
and then MD runs were repeated either by changing the number of water
molecules in the confined space or by varying the dimensions of the confin-
ing volume until the stress on the simulation cell corresponds to atmospheric
pressure conditions. The samples obtained in this way were used as starting
points for both ab initio and subsequent classical runs. We chose an SPC/E
model to prepare our samples because well tested van der Waals parameters
to describe the interaction between water and graphite surfaces and nan-
otubes (NTs) were available in the literature.19 In particular the carbon
atoms were modeled as neutral particles interacting with the oxygen atoms
through a Lennard-Jones potential determined by the parameters εCO =
0.3651 kJ/mol and σCO = 0.319 Å.19,20 In the graphene/water system the
cell dimensions in the (x,y) plane were fixed and determined by the size
of a relaxed graphene sheet containing 60 carbon atoms (12.4×12.1 Å). In
the z direction the graphene layer distance was optimized to accommodate
32 water molecules. The thickness of the exclusion volume present at the
graphene/water interface, as determined by the atomic density profile ρ(z),
was estimated to be ∼2 Å.

In classical simulations21 of IR spectra we used two different parameteri-
zations of the flexible SPC forcefield,16,22 and a polarizable force field where
the oxygen polarizability is described by a Drude model.17 In these cases,
the IR spectra were computed from the autocorrelation function of the total
dipole moment $M , which is the sum of the molecular dipoles $µi. The dipole
of each water molecule for the flexible simple point charge (SPC) models used
in the classical simulations is easily defined: $µi = qO$rO + qH$rH1 + qH$rH2.

In the first principle MD simulations the interatomic interactions are
computed by solving the electronic structure within density functional the-
ory using the generalized gradient approximation by Perdew, Burke and
Ernzerhof .23 We adopted norm-conserving pseudopotentials ,24 and a
plane-wave basis set with a cutoff of 85 Ry. In this case, we computed
IR spectra using a version of Car-Parrinello (CP)ab initio MD25–27(AIMD),
in which maximally localized Wannier functions (MLWFs),28 in place of
Bloch orbitals, are propagated “on-the-fly”. MLWFs are equivalent to Boys
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orbitals29 used in Quantum Chemistry. Wannier Functions (WF) are ob-
tained from the eigenstates of the Hamiltonian by a unitary transformation
and then MLWF are derived from WF by localization in real space. We use
a time step of 7 a.u. (0.17 fs) and a fictitious electron mass of 350 a.u. to in-
tegrate the electronic and ionic equations of motion .25 The main advantage
of using MLWF is that we can define the dipole moment of a water molecule
µi as: µi = e(6$rO +$rD1

+$rD2
− 2

∑
l=1,4 $rWl

) where $rD1
, $rD2

and $rO are the
coordinates of the deuterium and oxygen atoms, respectively, and $rWl

are
the centers of the four (doubly occupied) MLWFs associated to molecule i.
The total polarization is given as the sum of the individual dipole moments
of the water molecules and the dipole moment of the surface atoms. The x
and y components of the surface dipole have been computed from the atomic
and Wannier center coordinates, modulo the ”polarization quantum”, as in
the theory of polarization based on the Berry phase formalism.30,31

The IR absorption coefficient per unit length α(ω) is related to the re-
fractive index n(ω) and the imaginary part of the dielectric constant ε(ω) by
α(ω)n(ω) = (ω/c)ε(ω). Within linear-response theory, α(ω) is given by the
power spectrum of the time-correlation function of the total dipole operator
M̂ . Here we approximate the quantum time-correlation function with the
classical one, i.e., with 〈M(0)M(t)〉 where M is the total dipole moment
in the simulation cell and the brackets indicate classical ensemble averages.
The quantum time-correlation function can be expressed in several equiva-
lent ways, leading to formulae for the IR absorption coefficient characterized
by different prefactors; these are known as quantum correction factors. Fol-
lowing Refs.,32–34 we adopt the so-called harmonic approximation (HA) that
is obtained by replacing the Kubo-transformed quantum correlation function
with the classical one. The quantum corrected line-shape I(ω) is:

I(ω) =
β!ω

1 − e−β!ω
Icl(ω) (1)

where β is the inverse temperature and Icl(ω) is the Fourier transform of the
classical 〈M(0)M(t)〉. In the harmonic regime, the HA is exact. Ramirez
et al.33 showed that HA is the only correction factor that satisfies the
fluctuation-dissipation theorem in addition to detailed balance. The same
authors also found that HA performs better than the other quantum cor-
rection factors for one-dimensional anharmonic potentials modeling several,
different H-bond scenarios. In Ref.34 the HA prefactor was shown to pro-
vide a good agreement with experiment, for the relative intensities of IR
absorption bands of deuterated bulk water computed within the same ab
initio framework as in the present work.
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In the HA the IR absorption coefficient per unit path length of a sample
of volume V is given by:

α(ω)n(ω) =
2πω2β

3cV

∫
∞

−∞

dt e−iωt〈
∑
ij

µi(t) · µj(0) 〉. (2)

All the IR and power spectra presented hereafter have been smoothened by
a Fourier filter with a 50 cm−1 width.

The IR spectra have been computed in microcanonical (constant number
of particles, volume and energy, NVE) MD simulations; the ab initio and
classical runs were 10 and 50 ps long, respectively. Production runs were
performed after equilibrating the system at 350 K35 and at room tempera-
ture, in the ab initio and classical case, respectively.

The use of a CP scheme to perform ab initio MD involves assigning a
fictitious mass to the electronic states (MLWF in our specific case) and a
fictitious equation of motion for the electrons is solved at each ionic step,
without solving self-consistently the Kohn-Sham problem. Values of this
fictitious mass must be chosen carefully, for each specific system, in order
not to affect significantly the dynamical properties of the simulated sample,
and thus obtain results equivalent to those of Born-Oppenheimer (BO) sim-
ulations. In BO simulations at each ionic step the electronic ground state is
obtained by solving self-consistently the Kohn-Sham problem.35 To check
how the choice of the fictitious electronic mass affects calculations of IR
spectra, we performed a CP simulation of a 16 molecule proton disordered
model of hexagonal ice, with me = 350 a.u. and we compared our results
to those obtained by BO molecular dynamics simulations,14,36 where the
MLWF were computed every 1.2 fs (Fig. 1) using the algorithms developed
by37 We observed a red-shift of the high frequency bands computed by CP
molecular dynamics, with the shift being larger, the higher the frequency.
In the harmonic approximation, if we assign an effective mass M to har-
monic modes of frequency ν, for a fictitious mass me, ν is shifted by ∆ν,
such that ν +∆ν = ν/(1+me/M)∞/∈, with respect to that obtained in BO
simulations. Fig. 1 shows that by applying this simple correction term, one
achieves good agreement between CP and BO IR spectra, for the value of
the fictitious electron mass used in this work. Besides this frequency depen-
dent shift, no significant changes have been observed in the IR line shape of
ice computed with CP and BO simulations.
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Figure 1: Simulated IR spectrum of ice Ih by Born-Oppenheimer (black
solid line) and Car-Parrinello (red solid line) MD with a fictitious electronic
mass me = 350 a.u. The Car-Parrinello IR spectrum, corrected by ν+∆ν =
ν/(1+me/M)∞/∈ assuming M equal to the mass of Deuterium is also shown
(red dashed line).

3 Ab initio IR spectra

In this section we present the IR and power spectra of water confined by
graphene sheets (composed of 60 C atoms) at a distance of 1.01 nm and dis-
cuss the main features of the IR signal arising from electronic effects. Before
doing so, we briefly summarize the structural and electronic properties of
the interfacial liquid layer.

The structural properties of confined water found in ab initio simula-
tions have been presented in Ref.14 and ,15 where we have shown that in
the presence of a surface delimiting liquid water, density oscillations are in-
duced extending few Angstrom from the interface, with an increased density
of molecules in close proximity of the surface. In particular, in proximity of
a boundary there exists one (or few) layer(s) of water, which is structurally
different from the bulk liquid. Interestingly, we found that the properties
of this highly perturbed water layer do not depend on surface separation.
In addition, even in the case of high, hydrophobic confinement, the per-
turbation on water structural properties induced by the surface is localized
within a layer 0.3-0.5 nm thick. This is consistent with the results of recent
investigations38,39 where experimentally upper bounds to the surface layer
were given (varying between 0.25 and 0.6 nm). It has been suggested10 that
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Figure 2: Electron density of the coupled water-graphene system (32 water
molecules confined within graphene sheets at a distance of 1.01 nm), as
obtained from ab initio simulations (see text). The positions of the carbon
atoms of the graphene layers are at 0 and 10.1 Å respectively. The red, blue
and black curves represent the electronic density of water, graphene and
the total density, respectively. The dashed line indicates the average bulk
density.

a rarefaction of the density of water is present in proximity of a hydrophobic
surface and this topic is still the subject of heated debate. Ref.10’s results
were recently challenged by Ocko et al.11 and by Kashimoto et al.12 Fig. 2
shows the electronic density as a function of the graphene layer separation
as obtained in our calculations. The observed depletion of electronic density
in close proximity of the surface (i.e. in a region of linear dimension ∼1 Å
from which water molecules are excluded) does not imply and is not accom-
panied by a rarefaction of water molecules at the interface. In fact, we find
a peak of the mass density of water at the graphene interface, similar to
that observed at the deuterated diamond interface,15 showing the absence
of a water molecule depletion layer, consistent with the results of Ref.12

In Fig. 3, we report the computed IR spectrum of 32 water molecules in
contact with graphene at a confinement of 1.01 nm (red line) and we com-
pare it with computed vibrational density of states (v-DOS) (blue line) and
with the IR signal obtained for the coupled water-graphene system (black
line). The spectrum shown by the red line has been evaluated by restrict-
ing the sum yielding the total dipole moment to the water molecules only,
when computing the dipole-dipole correlation function. The position of the
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Figure 3: Computed IR spectrum of 32 D2O molecules confined between
graphene sheets at a distance of 1.01 nm. The black and red lines represent
the full spectrum (D2O plus surface) and that of the water molecules, re-
spectively. The blue line represents the power spectrum of D2O, obtained
from the Fourier transform of the velocity autocorrelation functions of the
D atoms.

lowest frequency peak and of the bending modes is the same in the v-DOS
and IR spectra, although the relative peak intensities are different. The
main peak of the high frequency modes is instead shifted towards higher
frequencies in the v-DOS, compared to IR, indicating a different IR activ-
ities of stretching modes, depending on weather OD bonds are engaged in
hydrogen bonding and on the character of the hydrogen bonds (donor or
acceptor). An analysis of the ionic trajectories shows that the peak of the
v-DOS at 2500 cm−1 corresponds to OD bonds not engaged in hydrogen
bonding with other molecules, and belonging to molecules in the immediate
interfacial region. The feature corresponding to ”free” OD bonds in the IR
spectrum is much weaker than in the v-DOS, and it appears as a shoulder
of the high frequency peak. This indicates that the IR activity of free OD
bonds is negligible. This is surprising, as it is well known that stretching
modes of a symmetric-top molecules such as water are IR active.

Interestingly the full spectrum (surface plus D2O), represented by the
black line in Fig. 3, does show a peak at ∼2500 cm−1. Therefore the dif-
ference between the full spectrum and the D2O spectrum must come from
interactions between water molecules and the surface; indeed we find that in
the case of interfacial water molecules, the electronic charge density fluctua-
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Figure 4: In-plane (X, Y black and red lines) and out-of-plane (Z, blue line)
contributions to the graphene sheet IR spectrum, originating from the oscil-
lating dipole of the graphene foils. In the out-of-plane spectrum a correlation
with the IR modes of water can be seen by comparing with the results of
Fig. 3.

tions at the interface greatly affect the IR activity of O-D bonds not engaged
in HB. In particular it is the overlap of the highly polarizable p-electrons
of graphene with the electronic charge density of the water molecules that
is responsible for the modified IR activity. The intricate interactions of the
electrons of graphene with the water molecules are also apparent when de-
composing the IR spectrum of the graphene confining surface (Fig. 4) . The
power spectrum of graphene shows no modes at frequency higher than ∼
1600 cm−1, while the IR spectrum reveals resonances with the IR modes of
water.15 The in-plane spectrum of the surface contains only a single mode
(corresponding to the C-C stretch of the graphene layer); the out-of-plane
spectrum contains instead a prominent peak at ∼2500 cm−1, and all of its
features correlate well with those observed in the water-graphene spectrum.
We emphasize that the high frequency peaks of the graphene spectrum are
not related to ionic vibrations but to electronic charge fluctuations induced
by the interaction with water.

These results show that an explicit treatment of the electronic structure
of the surface and of the liquid is required to understand IR spectra and that
interpretation of experimental results based solely on vibrational density of
states (or power spectra) does not suffice and may be misleading, as it
is shown in the following section, where we discuss results obtained using
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classical potentials.
It is interesting to note an analogy between the high frequency features

observed in our simulated IR spectra and those reported for hydrogenated
water confined in CNTs with very high curvature (diameter of ∼ 1 nm).9

The measurements of Ref.9 have been interpreted as indicating the presence
of a new phase of water under confinement, and in particular of weak inter–
ring bonds not present in the bulk. Our calculations show that a peak
similar to that reported in Ref.9 may appear due to charge fluctuations
between the OD not involved in hydrogen bonds and the confining surface.
Therefore, our results provide a possible, alternative interpretation of the
data reported in Ref.9 In fact water tends to form small rings at hydrophobic
(or weakly hydrophilic) surfaces, so as to maximize the number of hydrogen
bonds, however without altering the local tetrahedral geometry40 of the
fluid. Although we observed the presence of an increased number of 4- and
5-fold membered rings in confined water, with respect to bulk water, we did
not find the occurrence of quasi-planar structures in the interfacial fluid, as
suggested in ref.9

4 Classical MD simulations

In the previous section we have discussed the details of the IR spectra of
confined water computed by AIMD simulations. In particular we have shown
that accounting explicitly for electronic polarization is essential to achieve
a proper description of the interaction between graphene and water, and we
have identified the fingerprints of such interaction in IR signals. In classical
simulations the surface-water interaction is usually modeled by a Lennard-
Jones potential16,19 that does not include any specific information about the
electronic structure of the confining surface, nor about the polarizability of
the interfacial water molecules. Here we aim at investigating the impact, on
the description of IR spectra, of neglecting the water molecule polarizability,
as done in several classical models, or of approximating it via a Drude model.

We compared the vibrational density of states obtained from simulations
using two different parameterization of the flexible SPC model16,22 and we
conclude that the potential of Ref. 16,41 gives a satisfactory agreement with
the power spectrum computed from first principles. In particular, Fig.5
shows that when using this potential there are no qualitative differences
between classical MD and AIMD power spectra, except for a small shift
of the OD stretching and bending peaks. Based on our results for ice (see
Fig.1), we ascribe these differences to inaccuracies of the ab initio IR spectra,
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Figure 5: Comparison between the vibrational density of states (v-DOS) of
confined water as obtained by using ab initio simulations and two different
classical force fields: flexible SPC from reference a)16 and b),22 respectively.

introduced by the use of a fictitious electron mass in the AIMD simulations.
While classical and ab initio v-DOS are qualitatively similar, the IR spectra
obtained within the two formulations show very important differences both
in peak position and relative intensities (see Fig. 6).

As a classical potential does not account for dipole changes occurring in
a water molecule upon rigid translation in a charged environment, the low
frequency band related to hindered translations (ν less than 250 cm−1) is
absent in the classical IR spectrum. The hindered-libration band is instead
much amplified and is by far the most intense peak of the spectrum. This
effect is strictly related to the fluid in the confined geometry, and it is much
less prominent in the IR of bulk water obtained with the same classical po-
tential (inset of Fig 6). The absence of a hindered translation band and the
amplification of the hindered libration most likely stem from the unphysical
lack of electrostatic coupling between water and the confining medium. In
AIMD calculations the hindered libration band is damped by polarization
effects on a given molecules, originating from surrounding water molecules;
in a confined geometry the intensity of this band is further damped by the
polarization of the confining medium (graphene). Indeed we have shown
that the IR activity of graphene layers exhibit modes corresponding to all
the IR active modes of water (see Fig. 4). The OD bending peak obtained
in classical simulations is also more intense than in the AIMD spectra, again
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Figure 6: Comparison between classical (red line) and ab initio (black line)
IR spectra of water confined between two graphene sheets at a distance of
1.01 nm. The inset shows the power spectrum (red) and the IR spectrum
(black) of bulk water from classical MD simulations adopting the SPCF
force field.16

because of lack of polarization effects from the aqueous environment; in this
case the confining medium does not appear to play a significant role . The
OD bending peak has similar relative intensity in the bulk and in the con-
fined geometry; in addition the corresponding out-of-plane component of the
graphene signal, found in the ab initio simulation,is rather weak, indicating
no substantial coupling between the water molecules and the electrons of
graphene. In the high frequency OD stretching band, the mode related to
non hydrogen-bonded OD bonds does not appear as a distinct feature in
the classical spectrum, however a slight shift of the IR peak towards high
frequencies with respect to the bulk is found.

From the comparison shown above we conclude that even when using a
flexible point charge potential yielding v-DOS in very good agreement with
those obtained ab initio, the IR line shapes differ substantially from those
found in first principle calculations. This disagreement is due to the fact
that classical model potentials do not account for water-surface interactions
and polarization effects in a physical sound manner.

A possible route to incorporate polarization effects in a classical sim-
ulation is to use a polarizable Drude model. We therefore probed the IR
spectrum of bulk and confined water, as described by the polarizable model
by Lamoureux et al.17 This model, dubbed SWM4-NDP, is built upon the
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Figure 7: IR spectrum (black line) and vibrational density of states (red) of
confined water from classical MD simulations where the polarizable SWM4-
NDP potential17 is adopted.

TIP4P model.42 The water molecules are treated as a rigid bodies with
fixed O-H length (0.9572 Å) and HOH angle (104.52o). A massless point
charge is placed along the symmetry axis of the molecule in order to account
for the permanent dipole moment of water. In addition to this TIP4P like
model, the SWM4-NDP force field has a charged shell associated to the oxy-
gen atoms. The oxygen shell and core have opposite charges and therefore
account for the effect of a varying dipole. As the water molecules are treated
as rigid bodies, by using the SWM4-NDP model we can only probe the far
infrared part of the spectrum, which is related to hindered translations and
librations. The IR and power spectra of confined water are compared in
Fig. 7. At variance with the other classical models considered so far, hin-
dered translational modes are found to be IR active, although the position of
the peak in the IR spectrum is shifted with respect to the power spectrum.
IR active translational modes have been previously observed for bulk water
in Ref.,43 by using a classical polarizable forcefield, however they differ from
those found experimentally and by AIMD,44 since they obey different selec-
tion rules. The ratio of the intensities of translational and librational modes
is imbalanced in favor of the latter, this indicates that, as for the SPCF
model, a screening term coming from the surface polarization is missing to
attenuate the dipole fluctuations along the z axis.
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5 Conclusions

In summary, we have presented a comparison between IR spectra of water
confined within graphene layers, obtained by using ab initio and classical
simulations. We have shown that in order to describe the interaction of wa-
ter with non polar surfaces and to account for IR spectra, electronic charge
density fluctuations occurring at the interface must be explicitly taken into
account. In the near-IR region, ab initio vibrational and IR spectra show
important differences arising from electronic effects, that is electronic charge
fluctuations occurring at the interface. We have also shown that even in the
case of classical potentials yielding v-DOS in good, qualitative agreement
with ab initio results, computed classical and ab initio IR spectra differ sub-
stantially, due to the lack of a proper account of water-surface interaction
and water polarization effects in classical simulations. The use of a polar-
izable Drude model for water brings classical and ab initio simulations into
better qualitative agreement, however one should describe also the confining
surface as a polarizable system to achieve a satisfactory description of the
system.

Finally, our ab initio simulations show that all of the notable features
found in IR spectra of water confined within graphene layers arise from mere
interface effects, i.e. from interactions occurring in close proximity of the
interface, and not from new phases of water under confinement.

We gratefully acknowledge support from Scidac grant No. DE-FG02-
06ER46262. Part of this work was performed under the auspices of the
U.S. Dept. of Energy at the University of California/Lawrence Livermore
National Laboratory under contract no. DE-AC52-07NA27344.
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